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ABSTRACT

The advent of discrete multitone modulation (DMT) systems in re-
cent years has brought to light the importance of channel shorten-
ing equalizers. In this paper, we present a method for the design of
one such equalizer for multiple-input multiple-output (MIMO) lin-
ear dispersive channels. This method is a generalization of one that
was used for shortening of single-input single-output (SISO) chan-
nels. Experimental results presented show that our design method
performs better than the minimum mean-squared error (MMSE)
technique in terms of effective channel energy compaction. 1

1. INTRODUCTION

The design of time-domain equalizers or TEQs for discrete multi-
tone modulation or DMT systems has received much attention of
late. As a result of the long impulse response of typical channels
encountered in DMT systems such as twisted pair telephone lines
[5], TEQs are necessary to shortenthe overall channel response to
one sample more than the length of the cyclic prefix used. Since
the channel encountered in a traditional DMT system is a single-
input single-output (SISO) channel, most if not all design methods
for TEQs have been only for SISO channels.

More recently, a generalization of the DMT structure to acco-
modate vector signals was introduced [3] called the discrete matrix
multitone (DMMT) system. Unlike the traditional DMT structure,
with the DMMT system, a multiple-input multiple-output (MIMO)
channel is encountered. If the impulse response of this channel is
too long, then as before, an equalizer is required to shorten the
overall channel. A method for the design of such an equalizer was
very recently proposed in [1] based on a minimum mean-squared
error (MMSE) criterion.

In this paper, we consider a different method for the design
of MIMO channel shortening equalizers. Our proposed method
is a generalization of one originally considered in [4] for SISO
channels and later considered by the authors in [7] for single-input
multiple-output (SIMO) channels. The equalizer coefficients will
be found to be optimal with respect to an objective function which
takes into account both the desire to shorten the channel and also to
minimize the output noise power with respect to the signal power.
It will be seen that the optimal filter coefficients will be related to
the components of an eigenvector of a particular matrix.

1Work supported in part by the ONR grant N00014-99-1-1002, USA.
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Fig. 1. MIMO channel-equalizer model.

2. EQUALIZER DESIGN PROBLEM

Suppose that we have the MIMO channel-equalizer model shown
in Figure 1. The details in the development of the channel short-
ening problem do not require the restriction P = M , even though
this is the case in practice where x̂(n) represents the received ver-
sion of x(n). We make the following assumptions.

• The channel C(z) is FIR of length Lc.

• The equalizer H(z) is FIR of length Le.

• The input signal vector x(n) is zero-mean and white with
autocorrelation sequence Rxx(k) = σ2

xIδ(k).

• The noise vector sequence η(n) is a zero-mean WSS ran-
dom process uncorrelated with x(n) and with autocorrela-
tion sequence Rηη(k).

If our goal is to simply equalize the channel, then clearly the best
thing to do in the mean-squared sense is to choose the coefficients
of H(z) to be the Wiener filter [6] for which the desired signal
is x(n). On the other hand, if instead our goal is to shorten the
overall channel to a length Ld, then one possibility is to choose
H(z) to be the Wiener filter for which the desired signal is the
filtered signal b(n) ∗x(n), where b(n) is some P ×M FIR filter
of length Ld. The problem then resides in the particular choice of
b(n). This design method and problem were considered in [1].

For our method, we address the channel shortening problem
in a more direct manner. Denote the impulse responses of C(z)
and H(z) by c(n) and h(n), respectively. The effective channel
is ceff(n) = h(n) ∗ c(n) and has length Lc + Le − 1. Note that
the output x̂(n) can be expressed as follows.

x̂(n) = s(n) + w(n)



where s(n) and w(n) are, respectively, the output signal and out-
put noise sequences given by,

s(n) = ceff(n) ∗ x(n) , w(n) = h(n) ∗ η(n)

Because of the presence of noise, we wish to choose the coeffi-
cients of the equalizer to accomplish the following goals.

• Shorten the effective channel ceff(n) to a length Ld.

• Minimize the noise power with respect to the signal power.

Note that since ceff(n) = h(n)∗c(n), any particular component of
ceff(n) depends only upon one row of h(n). As such, if ceff,l(n)
and hl(n) denote, respectively, the l-th rows of ceff(n) and h(n)
where 0 ≤ l ≤ P − 1, then we have ceff,l(n) = hl(n) ∗ c(n).
Hence, it makes sense to choose the coefficients of H(z) on a row-
by-row basis. With the above goals in mind, we opt to choose the
rows of h(n) to minimize the following objective function J .

J �
P−1∑
l=0

plJl (1)

where Jl for 0 ≤ l ≤ P − 1 is given by,

Jl � αlJshort,l + (1 − αl)Jnoise,l , 0 ≤ αl ≤ 1 (2)

and Jshort,l and Jnoise,l are defined as follows.

Jshort,l �

∑
n

ceff,l(n)Fl(n − ∆)c†
eff,l(n)∑

n

ceff,l(n)c†
eff,l(n)

(3)

Jnoise,l � σ2
wl

σ2
sl

=
[Rww(0)]l,l
[Rss(0)]l,l

(4)

Here, pl is a weighing parameter for the l-th row used to em-
phasis the design of one row over another. The sequence {pl} is a
probability density function or pdf in the sense that pl ≥ 0 for all l
and

∑
l pl = 1. In addition, the quantity Jshort,l represents a chan-

nel shortening objective function for the l-th row whereas Jnoise,l

is the noise-to-signal ratio observed in the l-th component of the
output signal x̂(n). The parameter ∆ denotes the desired delay for
the shortened channel. We must have 0 ≤ ∆ ≤ Lc +Le −Ld −1
here. In practice, ∆ is varied over all of these values and chosen
so as to minimize the objective function J in (1).

The M × M matrix sequence Fl(n) is a “penalty” matrix
function that should satisfy the following conditions.

• Fl(n) should be positive semidefinite for all l, n.

• Fl(n) should “penalize” values of ceff,l(n) that occur out-
side of the interval W � [∆, ∆ + Ld − 1].

Since, in addition to shortening the channel, we would also like the
effective channel to be of full rank, we need to choose Fl(n) such
that the rows of h(n) are linearly independent. To help ensure
this, we have decided to choose Fl(n) to penalize the off-diagonal
elements of ceff,l(n) for n ∈ W . For the purpose of channel short-
ening, we have chosen to use the following penalty function.

Fl(n) =

{
β (IM − El,l) , 0 ≤ n ≤ Ld − 1
γIM , otherwise

, ∀ l, n

where 0 < β ≤ γ and Ek,l is the (k, l)-th elementary matrix
which is one in the (k, l)-th component and zero elsewhere. Then,

Jshort,l =

β
∑

n∈W

(
||ceff,l(n)||2 −

∣∣∣[ceff,l(n)]0,l

∣∣∣2)
+ γ

∑
n �∈W

||ceff,l(n)||2∑
n

||ceff,l(n)||2

and thus minimizing Jshort,l is tantamount to shortening ceff,l(n).
Note that Jl is a convex combinationof the objective func-

tions Jshort,l and Jnoise,l and that Jl ≥ 0 by the assumed posi-
tive semidefiniteness of Fl(n). Here, αl is a tradeoff parameter
between channel shortening and minimizing the output noise-to-
signal ratio. We now proceed to analyze the objective function Jl.

3. ANALYSIS OF THE OBJECTIVE FUNCTION JL

First we will analyze Jshort,l. In order to do so, let us define the
following vectors and matrices.

ceff,l �
[

ceff,l(0) ceff,l(1) · · · ceff,l(Lc + Le − 2)
]

hl �
[

hl(0) hl(1) · · · hl(Le − 1)
]

C �


c(0) c(1) · · · c(Lc − 1) 0 · · · 0

0 c(0) c(1) · · · c(Lc − 1)
.
.
.

.

.

.

.

.

.

.
.
.

.
.
.

.
.
.

.
.
. 0

0 · · · 0 c(0) c(1) · · · c(Lc − 1)



Λl �


Fl(0 − ∆) 0 · · · 0

0 Fl(1 − ∆)
. . .

.

.

.

.

.

.
. . .

. . . 0

0 · · · 0 Fl((Lc + Le − 2) − ∆)


These quantities have the following sizes.

• ceff,l : 1 × (Lc + Le − 1)M

• hl : 1 × LeN

• C : LeN × (Lc + Le − 1)M

• Λl : (Lc + Le − 1)M × (Lc + Le − 1)M

Note that by the convolution ceff,l(n) = hl(n) ∗ c(n), we have,

ceff,l = hlC (5)

Using (5) and the definition of Jshort,l from (3), we get,

Jshort,l =
ceff,lΛlc

†
eff,l

ceff,lc
†
eff,l

=
hlCΛlC

†h†
l

hlCC†h†
l

(6)

Assuming that LeN ≤ (Lc +Le−1)M and that C has a full rank
of LeN , then the matrix A � CC† is positive definite. As such,
there exists a nonsingular LeN × LeN matrix G such that [2],

A = G†G

The choice of G is not unique here. One such G is upper triangu-
lar and is called the Cholesky decomposition[2] of A. Using the
above factorization, we can express Jshort,l as a Rayleigh quotient
[2]. Defining the LeN × 1 column vector vl as follows,

vl � Gh†
l ⇐⇒ hl = v†

l

(
G−1)† , 0 ≤ l ≤ P − 1 (7)



we have from (6),

Jshort,l =
v†

l

(
G−1

)†
CΛlC

† (
G−1

)
vl

v†
l vl

=
v†

l Plvl

v†
l vl

(8)

where Pl �
(
G−1

)†
CΛlC

† (
G−1

)
. Evidently Pl is Hermitian

and so we have expressed Jshort,l as a Rayleigh quotient.
Now we proceed to analyze the noise objective function Jnoise,l.

As s(n) = ceff(n) ∗ x(n) and Rxx(k) = σ2
xIδ(k), we have,

Rss(0) = σ2
x

∑
n

ceff(n)c†
eff(n)

Similarly, as w(n) = h(n) ∗ η(n), we have,

Rww(0) =
∑
m,n

h(m)Rηη(n − m)h†(n)

From this, a straightforward calculation shows that we have,

[Rss(0)]k,l = σ2
x

∑
n

ceff,k(n)ceff,l(n) (9)

[Rww(0)]k,l =
∑
m,n

hk(m)Rηη(n − m)h†
l (n) (10)

for 0 ≤ k, l ≤ P − 1. Using (9) and (7) yields the following.

σ2
sl

= [Rss(0)]l,l = σ2
x

∑
n

ceff,l(n)ceff,l(n)

= σ2
xceff,lc

†
eff,l = σ2

xhlCC†h†
l = σ2

xv
†
l vl (11)

Defining the LeN × LeN matrix Rη as follows,

Rη �


Rηη(0) Rηη(1) · · · Rηη(Le − 1)

Rηη(−1) Rηη(0)
.
.
.

.

.

.

.

.

.

.
.
.

.
.
. Rηη(1)

Rηη(−(Le − 1)) · · · Rηη(−1) Rηη(0)


we can express σ2

wl
as follows using (10) and (7).

σ2
wl

= [Rww(0)]l,l =
∑
m,n

hl(m)Rηη(n − m)h†
l (n)

= hlRηh†
l = v†

l

(
G−1)† Rη

(
G−1) vl (12)

Combining (11) and (12) with the definition of Jnoise,l given in (4),
we have the following.

Jnoise,l =
v†

l

[
1

σ2
x

(
G−1

)†
Rη

(
G−1

)]
vl

v†
l vl

=
v†

l Qlvl

v†
l vl

(13)

where Ql � 1
σ2

x

(
G−1

)†
Rη

(
G−1

)
. Since Rη is Hermitian (as

R†
ηη(−k) = Rηη(k)), it follows that the matrix Ql is as well.

Thus, we have expressed Jnoise,l as a Rayleigh quotient. Combin-
ing (8) and (13), we obtain from the definition of Jl in (2),

Jl =
v†

l [αlPl + (1 − αl)Ql]vl

v†
l vl

=
v†

l Tlvl

v†
l vl

where Tl � αlPl + (1 − αl)Ql. Clearly Tl is Hermitian since
Pl and Ql are Hermitian and αl is real. As Tl is Hermitian, we

have thus expressed Jl as a Rayleigh quotient. By Rayleigh’s prin-
ciple [2], it follows that as vl varies over all nonzero vectors, the
minimum value of Jl is λl,min where λl,min denotes the smallest
eigenvalue of Tl. Furthermore, this minimum value is achieved
if vl = vl,min, where vl,min denotes an eigenvector of Tl corre-
sponding to λl,min. (More generally, the minimum value of Jl is
achieved iff vl is in the eigenspace corresponding to λl,min. How-
ever, for sake of clarity, we will ignore this scenario.) Thus, if
Jl,opt and hl,opt denote the optimum value of Jl and optimizing
equalizer coefficients, respectively, then we have the following.

Jl,opt = λl,min

hl,opt = v†
l,min

(
G−1

)†
The vector hl,opt is referred to as an eigenfilter[8, 7] as its ele-
ments are filter coefficients derived from an eigenvector of a ma-
trix. By computing hl,opt for all l, we will have obtained the opti-
mal filter coefficients of H(z) which minimize the objective func-
tion J in (1) for a fixed weighing sequence {pl}.

4. EXPERIMENTAL RESULTS

To test our proposed channel shortening method, we have decided
to compare it with the MMSE method of [1]. Here we used the
following data regarding the test channel and input statistics.

• The channel C(z) is a 2 × 2 non-minimum phase system
of length Lc = 10 (See [9] for the channel coefficients).

• The desired length of the effective channel is Ld = 3.

• The input signal x(n) is white with Rxx(k) = σ2
xIδ(k).

• The input noise η(n) is also white with Rηη(k) = σ2
ηIδ(k).

• The input signal-to-noise ratio σ2
x

σ2
η

was chosen to be 10 dB.

Using our design method, we chose the following parameters.

• P = M = 2 (i.e. the number of equalizer outputs equals
the number of inputs).

• pl = 1
P

for all l (i.e. all rows were weighed equally).

• αl = α for all l (i.e. the same tradeoff parameter was used
for each row).

• For the penalty function, we chose β = 0.5 and γ = 1.

For the MMSE equalizer, the FIR filter b(n) was chosen using the
orthonormality constraint (ONC) described in [1].

To compare these methods, we considered two figures of merit.
The first was the energy compaction ratio, defined as follows.

ρ �

∑
n∈W

||ceff(n)||2F∑
n

||ceff(n)||2F

Here, ||A||F denotes the Frobenius norm[2] of a matrix A given
by ||A||F =

√
Tr [A†A]. The energy compaction ratio is a mea-

sure of how much of the effective channel energy is contained
within the desired window of interest. Clearly we have 0 ≤ ρ ≤ 1
and for the purposes of channel shortening, a larger ρ is desired.
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Fig. 2. Energy compaction as a function of equalizer length.

In addition to this figure of merit, we also considered the overall
signal-to-noise ratio (SNR) defined as follows.

SNR � Tr [Rsdessdes(0)]

Tr [Rsressres(0)] + Tr [Rww(0)]
(14)

Here, sdes(n) is the desiredsignal component given by sdes(n) =
cdes(n) ∗ x(n), where we have,

cdes(n) =

{
ceff(n) , n ∈ W
0 , otherwise

Similarly, sres(n) is the residualsignal component given by sres(n) =
cres(n) ∗ x(n), where we have,

cres(n) = ceff(n) − cdes(n) =

{
0 , n ∈ W
ceff(n) , otherwise

The SNR of (14) is the ratio of the desired signal power to the sum
of the residual intersymbol interference (ISI) and noise power.

Plots of the energy compaction ratio and overall SNR as a
function of the length of the equalizer Le are shown in Figures 2
and 3, respectively. For both our method and the MMSE method,
the value of ∆ was varied over all admissible values and chosen to
optimize the respective objective function for each method.

From Figure 2, we can see that for most of the tradeoff param-
eters chosen (namely α = 0.7, 1), our method performed better
than the MMSE method in terms of energy compaction. This im-
provement however came at the price of a lower overall SNR as
can be seen in Figure 3. Depending upon the application, this dis-
crepancy in overall SNR may not be too severe, especially since
the discrepancy itself is rather small (less than 1 dB for α =
0.4, 0.7).

Typically, TEQs in traditional DMT systems are compared on
the basis of achievable bit rate [5]. Though the DMMT has not yet
been implemented in a practical setting, as more is known about it,
most likely MIMO channel shortening equalizers will likewise be
compared on the basis of achievable bit rate. The versatility that
our method possesses in contrast to the MMSE method may then
prove to be useful for this application. Only when these bit rates
are calculated in a practical setting will our comparison of both
methods be truly complete.
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5. CONCLUDING REMARKS

We have shown that our channel shortening equalizer design method
can outperform the MMSE method if our objective is to compact
the energy of the overall channel. In addition, our method admits a
greater degree of versatility than the MMSE method as a result of
the tradeoff and weighing parameters present. These advantages
may prove to be useful if, for example, our goal is to maximize
achievable bit rate, as is the case for TEQs in DMT systems [5].
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