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ABSTRACT

The concept of biorthogonal partners has been introduced recently
by the authors. The work presented in this paper is an extension of
some of these results to the case where the upsampling and down-
sampling ratios are not integers but rational numbers. Hence the
name fractional biorthogonal partners. The conditions for the ex-
istence of stable and of FIR fractional biorthogonal partners are
derived. This result gives rise to an all-FIR spline interpolation
technique with the minimum amount of required oversampling.
This technique is illustrated by an interpolation example.

1. INTRODUCTION

The concept of biorthogonal partners has been introduced recently
by the authors in both the scalar [5] and the vector case [8]. Digi-
tal filters H(z) and F (z) are called biorthogonal partners of each
other with respect to an integer M if their cascade H(z)F (z)
obeys the Nyquist(M ) property. There is a strong connection be-
tween this definition and discrete signals oversampled by the inte-
ger amount M . In this paper we present an extension of the same
reasoning to signals oversampled by fractional amounts. This gives
rise to the definition of fractional biorthogonal partners (FBPs in
the following).

We first provide a motivation for the study of FBPs and give
their formal definition. Next we show a way to construct fractional
biorthogonal partners. This discussion leads to deriving the condi-
tions for the existence of FIR FBPs and of stable FBPs. After that
we show one of the applications of these results, namely the cubic
spline interpolation. We show that it is possible to interpolate a
slightly oversampled image using exclusively FIR filtering. Some
of the other applications of FBPs, including the use in fractionally
spaced equalizers (FSEs) are explored in [7].

1.1. Notations

If not stated otherwise, all notations are as in [3]. We use the encir-
cled symbol ↓ M to denote the decimation operation (turns x(n)
into x(Mn)). The expanded version of x(n)

{

x(n/M) for n = mul of M,
0 otherwise

is similarly obtained as a result of the expander operation which is
denoted by the encircled symbol ↑ M .
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Fig. 1. Example of a generating function φ(t) (cubic spline) and
its three times “stretched” version f(t).

2. FRACTIONAL BIORTHOGONAL PARTNERS

Biorthogonal partners as originally introduced in [5] arise in many
different contexts. One of them is the reconstruction of continuous
time signals admitting the model

x(t) =

∞
∑

k=−∞

c(k)φ(t − k). (1)

Suppose we are given the discrete time signal y(n) that is ob-
tained by sampling x(t) from (1) at the rate L/M , i.e. y(n) =
x(nM/L). For obvious reasons we will assume that M and L
are co-prime. We shall see later that for the purpose of this paper
L > M is required as well, although in principle it is not neces-
sary. Now, we can say that y(n) is obtained by oversampling x(t)
with respect to the usual integral sampling strategy by a factor of
L/M . Then we have

y(n) = x(
M

L
n) =

∞
∑

k=−∞

c(k)φ(
M

L
n − k)

=

∞
∑

k=−∞

c(k)f(Mn − kL), (2)

where f(t)
4

= φ(t/L) is the generating function “stretched” by a
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Fig. 2. (a) Signal model. (b) Scheme for reconstruction.
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Fig. 3. (a)-(b) Equivalent presentations of fractional biorthogonal partners.

factor of L. This is shown in Fig. 1 for the case where φ(t) is a
cubic spline [1] and L = 3. The signal y(n) from (2) can thus be
obtained as shown in Fig. 2(a). The problem of signal reconstruc-
tion can be considered as that of finding the driving sequence c(n)
given the discrete signal y(n). Obviously, if the sequence c(n) is
known, reconstruction of x(t) for any given t follows from (1).

We look for the solution of the form shown in Fig. 2(b). We
will show that under some mild assumptions this solution [i.e. fil-
ter H(z)] exists. Further, we establish the conditions under which
for an FIR filter F (z) the corresponding reconstruction filter H(z)
can be FIR as well.

2.1. Definition

The preceding discussion leads naturally to the definition of frac-
tional biorthogonal partners.

Definition. Transfer function H(z) is said to be a right frac-
tional biorthogonal partner (RFBP) of F (z) with respect to the
fraction L/M if the system shown in Fig. 3(a) is identity. Under
these conditions F (z) is also said to be a left fractional biorthog-
onal partner (LFBP) of H(z) with respect to L/M .

This definition includes the notion of (integral) biorthogonal
partners [5] as a special case when M = 1. Note that the system
in Fig. 3(a) becomes linear time invariant (LTI) in the special case
M = 1, while in general is not. Also, note that (as opposed to the
M = 1 case) we need to distinguish between left and right FBPs.
However, the results that hold for RFBPs can be easily modified
to accommodate LFBPs, and therefore we only focus on RFBPs
in the following. If the fraction L/M is changed, the two filters
may not remain fractional biorthogonal partners, but we will avoid
mentioning this factor whenever no confusion is anticipated.

Now, returning to the previous discussion we see that the re-
construction of x(t) given by the model (1) from its samples y(n)
obtained at rate L/M is possible if F (z) has a stable RFBP H(z).
It is possible to perform an FIR reconstruction if there exists an
FIR RFBP. In the following we describe a way of constructing
fractional biorthogonal partners. As a result we will have condi-
tions for the existence of an FIR or just stable FBPs.

2.2. Existence and construction of FBPs

Consider the system in Fig. 3(a). Write the filters F (z) and H(z)
in terms of their Type-2 and Type-1 polyphase components [3]

F (z) =

L−1
∑

k=0

Fk(zL)zk, and H(z) =

L−1
∑

k=0

Hk(zL)z−k. (3)
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Fig. 4. (a)-(b) Some multirate identities.

Then we can redraw this system as shown in Fig. 3(b). Now,
consider the left-hand side of Fig. 3(b) and focus on the system
between the output of the ith filter Fi(z) and y(n). This is given
by a cascade of an expander by L, advance operator zi and a deci-
mator by M . Since we assumed M and L are co-prime, there exist
integers m and l such that

lL + mM = 1. (4)

In fact, the unique solution for the smallest m and l can be obtained
by the Euclid’s algorithm. Writing the delay zi = zilL · zimM ,
we can easily prove the multirate identity depicted in Fig. 4(a).
Similarly, we can show that the system between y(n) and the input
to Hi(z) can be equivalently redrawn as in Fig. 4(b).

Therefore, substituting those changes in Fig. 3(b) we obtain
the equivalent structure shown in Fig. 5(a). Let us now define

Pk(z)
4

= zklFk(z), and Qk(z)
4

= z−klHk(z), (5)

for 0 ≤ k ≤ L−1. Since L and M are co-prime, it follows that L
and m are co-prime as well. Under these circumstances it can be
shown that the L×L system shown in Fig. 5(a) within the dashed
box is the identity. Thus, the whole structure can be redrawn as
in Fig. 5(b). It is important to notice here that the original filters
F (z) and H(z) are FIR if and only if the bank of filters {Pk(z)}
and {Qk(z)} are FIR for all k. The structure from Fig. 5(b) is an
L-channel, uniform, nonmaximally decimated filter bank. In our
setting one side (analysis or synthesis) of this filterbank is usually
known, and the task is to construct the other side so that the whole
system has perfect reconstruction (PR) [3] property. For example,
in the problem of signal reconstruction, F (z) and thus {Pk(z)}
are known and the goal is to find the corresponding synthesis bank
{Qk(z)}. Recall that at the same time this is exactly the problem
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Fig. 5. (a)-(c) Further simplifications of fractional biorthogonal partners.

of constructing a RFBP H(z), since it is uniquely defined by the
filters {Qk(z)}. The solution to these problems is well-known
to the signal processing community. First, we define the L × M
analysis and the M × L synthesis polyphase matrices E(z) and
R(z) respectively

E(z)=











E0,0(z) E0,1(z) · · · E0,M−1(z)
E1,0(z) E1,1(z) · · · E1,M−1(z)

...
...

...
...

EL−1,0(z) EL−1,1(z) · · · EL−1,M−1(z)











,

R(z)=











R0,0(z) R0,1(z) · · · R0,L−1(z)
R1,0(z) R1,1(z) · · · R1,L−1(z)

...
...

...
...

RM−1,0(z) RM−1,1(z) · · · RM−1,L−1(z)











(6)

with the Type-1 and Type-2 polyphase components (of order M
this time) Ei,j(z) and Ri,j(z) defined by

Pk(z) =

M−1
∑

j=0

Ek,j(z
M )z−j , and Qk(z) =

M−1
∑

i=0

Ri,k(zM )zi,

(7)
for 0 ≤ k ≤ L − 1. Now the system of Fig. 5(b) can be equiva-
lently redrawn as in Fig. 5(c). We see that the problem of finding
a RFBP of F (z) becomes equivalent to that of finding a left in-
verse R(z) of an L × M matrix E(z). Obviously, when looking
for a LFBP, we would find a right matrix inverse of R(z). Now
it should be clear why we have included L > M in our problem
formulation. Based on these findings we prove the following the-
orem.

Theorem. Given the transfer function F (z) and two co-prime
integers L and M , there exists a stable right fractional biorthogo-
nal partner of F (z) if and only if L > M , and the minimum rank
of E(ejω) pointwise in ω is M . For an FIR filter F (z) there exists
an FIR right fractional biorthogonal partner if and only if L > M ,
and the greatest common divisor (gcd) of all the M × M minors
of E(z) is a delay. Here, the polyphase matrix E(z) is defined by
(6)-(7). Analogous results hold for left FBPs as well.

Proof. We have shown that there exists a stable (FIR) RFBP of
F (z) if and only if there exists a stable (polynomial) left inverse
of a (polynomial) matrix E(z). We know that fat matrices have
no left inverse, so we immediately have L > M as a necessary
condition. Next, for the inverse of E(ejω) to be stable, we need
the full column rank of E(ejω) pointwise in ω, which is the same
as saying that the minimum rank over all ω is M . Finally, from
the linear systems theory we know that there is a left polynomial
inverse of a L×M polynomial matrix if and only if the gcd of all
its M × M minors is a delay [4, 9]. 555

In the next section we consider one of the applications of this
theory, namely the spline interpolation of discrete signals by using
only FIR filters. Some other applications such as the equalization
of communication channels are treated elsewhere [7].

3. INTERPOLATION OF OVERSAMPLED SIGNALS

Given a discrete time signal x(n) and a function φ(t), we can al-
most always assume that x(n) is obtained by sampling the contin-
uous time signal x(t) given by the model (1) at integers

x(n) =

∞
∑

k=−∞

c(k)φ(n − k).



The only condition is that Φ(ejω), the discrete time Fourier trans-
form of φ(n) is nonzero for all ω [5]. This follows from the fact
that in the Fourier domain we can write the above equation as
X(ejω) = Φ(ejω)C(ejω), and therefore can obtain the driving
coefficients c(n) via the inverse filtering 1/Φ(ejω), if stable. This
driving sequence can then be employed for signal reconstruction
as in (1) or for the interpolation of discrete signals. The signal
x(n) interpolated by an integral factor K is obtained by sampling
x(t) from (1) K times more densely than at integers. Thus, the
final stage of the interpolation process is shown in Fig. 6, with

φK(t)
4

= φ(t/K). While in principle φ(t) can be chosen to be

vwOx&y"z {C| x^}�z ~ x,�
| z

Fig. 6. The final stage of cubic spline interpolation; φK(n) is the
cubic spline oversampled by K.

Fig. 7. FIR interpolation example: a region of the image oversam-
pled by 6/5 and its cubic spline interpolation with FIR filters.

just about any function, various researchers have traditionally used
continuously differentiable interpolating functions such as cubic
splines [1] to insure some smoothness properties of the resulting

interpolant. The cubic spline and its oversampled version φK(t)
for K = 3 are shown in Fig. 1. Unfortunately, in the cubic spline
case the inverse filtering 1/Φ(ejω) is IIR and noncausal [2] and
some recursive methods need to be used.

In the earlier work [5] it has been shown that cubic spline inter-
polation is achievable by FIR filtering if the original signal x(t) is
sampled at twice the integral rate to produce x(n). However, fol-
lowing the discussion in Sec. 2.2 it is possible to perform the all-
FIR interpolation if x(t) is oversampled by just a fraction L/M .
By making L = M + 1 and choosing M large enough, this over-
head can be made arbitrarily small.

In our example in Fig. 7 we used L = 6 and M = 5. The
smaller image is a portion of the Parrots image, oversampled by
6/5. In other words, this signal satisfies the model in Fig. 2(a).
The driving sequence c(n) was obtained as in Fig. 2(b) using the
FIR filter H(z). The interpolation as in Fig. 6 was then performed
with K = 2, and the result is shown in Fig. 7. Note that this
procedure produces the exact cubic spline interpolant as opposed
to another all-FIR method described in [6].

4. CONCLUDING REMARKS

Fractional biorthogonal partners (FBPs) represent a natural exten-
sion of the traditional biorthogonal partners defined for the integer
upsampling and downsampling ratios. In this paper we have intro-
duced the notion of FBPs and presented a way of their construc-
tion. The existence issues for FIR and for stable FBPs have also
been treated. Lastly, we have provided one example where FBPs
can occur, namely the all-FIR interpolation of slightly oversam-
pled signals.
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