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Abstract— Product Reed-Solomon codes are widely used in
data storage, optical and satellite communication systems. Reed-
Solomon product codes can be regarded as evaluation of a bivari-
ate polynomial with constraints on its X and Y -degrees. In this
work, we propose polynomial time algorithms to decode Reed-
Solomon product codes beyond half the minimum distance. The
first algorithm is based on a generalization of the Guruswami-
Sudan type decoders. We are able to show that if fraction of
number of errors is smaller than 1− 6

p
4Rp, whereRp is the rate

of the product code, then the algorithm can efficiently recover
the transmitted codeword. The other algorithm is based on the
fact that Reed-Solomon product codes can be viewed as subfield-
subcode of a generalized Reed-Solomon code. So, the decoding
algorithms for Reed-Solomon codes are inherited to decoding of
RS product codes. By using this fact, we prove that if fraction of
number of errors is smaller than 1− 4

p
4Rp then the algorithm

is able to recover the transmitted codeword.1

I. I NTRODUCTION

Product codes were introduced by Elias [1], who also pro-
posed decoding them by iteratively decoding the component
codes. Conventional bounded distance decoding algorithms
can correct up to half the minimum distance of the code.
Assume thatR and C are linear codes with parameters
(nr, kr, dr) and (nc, kc, dc). The product codeP = R × P
is defined as the set of all two dimensional arrays such that
each row of any array inP is a codeword ofR and each
column is a codeword ofC. It is well known thatP is an
(np, kp, dp) = (nrnc, krkc, drdc) linear code. The rates ofR,
C andP areRr, Rc andRp = RrRc respectively.

It is well known that the half the distance bound is not
always attainable by iteratively decoding the component codes.
For example, if the decoding algorithms for the row and
column component codes are capable of correcting(dr−1)/2
and (dc − 1)/2 errors respectively, and an error rectangular
block of ((dr − 1)/2 + 1)×((dc − 1)/2 + 1) occurs, iterative
decoding fails although the number of errors is less than or
equal to(drdc − 1)/2 if drdc > dr + dc + 3.

Reed-Solomon (RS) product codes are product codes where
the component codes are Reed-Solomon codes. They are
widely used in data storage and satellite broadcast systems. A
number of soft iterative decoding techniques have been devised

1Independent work by D. Augot and M. Stepanov has been done on decod-
ing of Reed-Solomon product codes and it is submitted to ISIT06. We are
planning to merge the papers in the final submission.

for them [2], [3]. Maximum likelihood performance analysis of
Reed-Solomon product codes for both hard decision and soft
decision decoding show the potential of devising improved
polynomial time algorithms for decoding them [4].

Recently, there have been a lot of progress in the area
of list decoding of algebraic codes. Algorithms such as Su-
dan [5], Guruswami-Sudan [6], Parvaresh-Vardy [7], [8], and
Guruswami-Rudra [9], show that we can basically decode
above the half the minimum distance of the code for some
specific codes. In this work, we investigate the generalization
of Guruswami-Sudan algorithm for RS product code. We
will that see this generalization results in algorithms that can
decode more than half the minimum distance for certain rates
of a RS product code.

This paper is organized as follows. In Section II, we intro-
duce some notation and show that a Reed-Solomon product
can be represented as an evaluation of a bivariate polynomial.
In Section III, we investigate two different algorithms for de-
coding of Reed-Solomon product codes. The first one is based
on a generalization of the Guruswami-Sudan algorithm [6]. In
the second one, we use the property that the RS product code
is a subcode of aq-ary Reed-Muller code (and a subfield-
subcode of a generalized RS code over an extension field) so
any decoding algorithm for Reed-Muller codes (and RS codes)
can be applied for the decoding of RS product codes.

II. REED-SOLOMON PRODUCT CODES

To define the Reed-Solomon product codes, we first briefly
review the Reed-Solomon codes. Letd(X) =

∑v
i=0 diX

i be a
data polynomial overFq[X] 2. Then an(n, k) Reed-Solomon
code is generated by evaluating the data polynomiald(X) at n
distinct elements of the field forming a set called thesupport
set of the codeS = {α0, α1, ..., αn−1} ⊂ Fq. The generated
codeword isd(S) = (d(α0), d(α1), . . . , d(αn−1)) [10].

Next, we show how a product of two RS codes can be
generated by polynomial evaluation of a bivariate polynomial.

Theorem 1. Let the data polynomial be represented as

D(X, Y ) =
vr∑

i=0

vc∑

j=0

di,jX
iY j ,

2We replace the ubiquitousk − 1 with v.



where dij ’s are the data symbols. Also denote the support
set of the row and column RS codes,R and C, by Sr =
{α0, α1, ..., αnr−1} ⊂ Fq andSc = {β0, β1, ..., βnc−1} ⊂ Fq
respectively. Then a codewordp in the RS product codeP =
R×C is p = [pi,j ] wherepi,j = D(αi, βj) for i = 0, .., nr−1
andj = 0, ..., nc − 1.

Proof: Since the cardinality of the code generated by
bivariate polynomial evaluation described above isqkrkc ,
which is equal to cardinality ofR × C, then it is sufficient
to show that the generated codeP is a subcode of the product
codeR×C. Consider a codewordp ∈ P. Therth row is equal
to pr,∗ = {D(α0, βr), D(α1, βr), . . . , D(αnr−1, βr)} where

D(αc, βr) =
vr∑

i=0

vc∑

j=0

di,j(αc)i(βr)j (1)

=
vr∑

i=0




vc∑

j=0

di,j(βr)j


 (αc)i.

Define γr,s =
∑vc

j=0 ds,j(βr)j and the univariate poly-
nomial D′

r(X) =
∑vr

i=0 γr,iX
i. It is then easy to see

that pr,∗ can be generated by evaluating the modified
data polynomial D′

r(X) at the support setSr; pr,∗ =
{D′(α0), D′(α1), ..., D′(αnr−1)}. This proves thatpr,∗ ∈ R.

Similarly, any columnc can be generated by evaluating
the modified data polynomialD′′(X) =

∑vc

j=0 δc,jX
j at the

support setSc; p∗,c = {D′′(β0), D′′(β1), ..., D′′(βnc−1)},
whereδc,j =

∑vr

i=0 di,j(αc)i. Thus each column is a codeword
in C.

Since each row is a codeword inR and each column is a
codeword inC, thenP is a subcode ofR× C.

In summary, an RS product code is defined as

P(Sr, Sc, vr, vc, q) = {D(αi, βj) : D ∈ Fq[X, Y ],
αi ∈ Sr, βj ∈ Sc, degX D < vr + 1 anddegY D < vc + 1}
It is easy to confirm that the minimum distance ofP is

indeed drdc. From the above proof we have, each row is
generated byD′

r(X) =
∑vr

i=0 γr,iX
i. Since this univariate

polynomial has at mostvr zeros, it will evaluate to at least
nr − vr non-zero values if it is non-zero. This means that at
least nr − vr columns are nonzero. Each of these columns
are evaluated by the polynomialD′′(X). Thus each of these
nonzero columns have at leastnc−vc non-zero positions. Thus
if p is nonzero the number of the nonzero elements inp is at
least(nr − vr)(nc − vc) which is drdc.

Corollary 2 . The number of distinct zeros of the bivariate
polynomial D(X,Y ) =

∑vr

i=0

∑vc

j=0 di,jX
iY j is at most

nrvc + ncvr − vcvr if vr < nr andvc < nc.

The (wx, wy) weighted degree ofD(X, Y ) is given by

Wdeg wx,wy
D(X, Y ) def=

max{iwx + jwy : D(X, Y ) =
∑

i,j dijX
iY j , di,j 6= 0}.

This definition can also be extended for multivariate poly-
nomials.

Theorem 3. The number of zeros (counting with multiplicities)
of the nonzero bivariate polynomialD(X, Y ) evaluated over
Sr × Sc, where |Sr| = nr and |Sc| = nc, is at most
Wdeg nr,nc

D(X,Y ).

Proof: Let vc = degY D(X,Y ) andvr = degXD(X, Y ).
For anyα ∈ Fq, D(α, Y ) is either the all zero polynomial or

a polynomial inY with maximum degreevc. DefineG ∆= {γ :
(X−γ)|D(X, Y )}. Assuming that for eachγi ∈ G, mi is the
largest integer that(X − γi)mi dividesQ(X, Y ) then we can
rewrite D(X, Y ) as follows

D(X, Y ) =

(∏̀

i=1

(X − γi)mi

)
D′(X,Y )

whereD′(α, Y ) is a non zero polynomial for anyα ∈ Sr and
degY D′(X, Y ) = vc.

For anyα /∈ G, D(α, Y ) is nonzero so it has at mostvc

many zeros. For anyα = γi ∈ G, let assume thatD′(γi, Y )
is zero at{β1, β2, . . . , βu} with multiplicity {r1, r2, . . . , ru},
respectively. Then the number of zeros ofD(γi, Y ) counting
with multiplicity over Sr × Sc is

u∑

j=1

(mi + rj) + (nc − u)mi 6 umi + vc + (nc − u)mi

The term (nc − u)mi is the contribution of the points that
D′(γi, β) is not zero. Also notice that

∑
j rj 6 vc. So, in

total for all α ∈ G we have

∑̀

i=1

(vc + ncmi) 6 `vc + ncvr

many zeros. Here we have used the facts that
∑

i mi 6 vr.
Thus, total number of the zeros is upper bounded by(nr −
`)vc +`vc +ncvr which is equal tonrvc +vcnr and it is equal
to Wdeg nr,nc

D(X, Y ).

III. E RRORCORRECTIONALGORITHMS

We know that half the distance bound for the RS product
code RS is given by

1/2 dp

np
≈ (1−Rc)(1−Rr)

2

=
1− (Rc + Rr −RcRr)

2

6 1
2
−

√
Rc + Rr −RcRr

6 1
2
− 4

√
4Rp

√
1−

√
Rp

2
, (2)

where the inequalities follow from the arithmetic and geomet-
ric mean inequality. We use this later for comparing the results
of different decoding algorithms.



A. Generalizing the Guruswami-Sudan Algorithm

Using the observation in Theorem 1, we devise an algorithm
for decoding Reed-Solomon product codes by generalizing
the Guruswami-Sudan [6] algorithm. Assume that the Reed-
Solomon product codeP = R×C is defined as in Theorem 1.
The received word isy = [yi,j ], for i = 1, 2, . . . nr and
j = 1, 2, . . . nc, given that the codewordp ∈ P is transmitted.
The Hamming distance betweeny andp will be denoted by
δ(y, p).

In order to decode, we first find a trivariate interpolation
polynomial Q(X, Y, Z) ∈ Fq[X, Y, Z] that passes through
all the (αi, βj , yi,j) with multiplicity m. The interpolation
polynomial can be found efficiently using the generalized form
of the algorithm given in [11] or [7]. Assume that

H(X, Y ) ∆= Q(X, Y, D(X, Y )).

Lemma 4. Let τm = δ(y, p). If m(nrnc − τm) >

Wdeg nc,nr
H(X, Y ), then (Z − D(X, Y )) divides

Q(X,Y, Z).

Proof: For anyyi,j = pi,j , we know H(αi, βj) is zero
with multiplicity m, so H(X, Y ) has at leastm(nrnc − τm)
many zeros onSr × Sc. From Theorem 3, if the number of
zeros ofH(X, Y ) becomes larger thanWdeg nc,nr

H, then
H(X, Y ) is equivalent to zero.

There are many efficient algorithms that can be used
for finding factors of the form(Z − f(X, Y )) out of
Q(X,Y, Z) [12]–[14].

Lemma 5. The (nc, nr)-weighted degree ofH(X,Y ) is less
than or equal to the(nc, nr, ncvr + nrvc) weighted degree of
Q(X, Y, Z).

Proof: Assume that XiY jZ` is a monomial of
Q(X, Y, Z). When Z is substituted byD(X, Y ), for this
monomial we have

Wdeg nc,nr
XiY j(D(X,Y ))` 6

Wdeg nc,nr
XiY j(XvrY vc)`

6 nci + nrj + (ncvr + nrvc)`
= Wdeg nc,nr,ncvr+nrvc

XiY jZ`.

Therefore, the lemma is true for a general polynomial.

Lemma 6. There exist a nonzero trivariate polynomial
Q(X,Y, Z) ∈ Fq[X,Y, Z] such thatQ(X, Y, Z) passes through
all the(αi, βj , yi,j) for i = 1, 2, . . . , nr, j = 1, 2, . . . , nc with
multiplicity m and Wdeg nc,nr,ncvr+nrvc

Q(X, Y, Z) 6 dm

where

dm =

⌈
m(nrnc) 3

√
(Rr + Rc)

(
1 +

1
m

)(
1 +

2
m

) ⌉
. (3)

Proof: Following [7], [15], there exists a nonzero poly-
nomial of weighted degree at most∆ that passes through all

r crn v + n vc

∆

nc
∆

nr
∆

Y
X

Z

Fig. 1. The number of monomials of maximum weighted degree∆ is lower
bounded by the volume of this pyramid inR3.

the points(αi, βj , yi,j) with multiplicity m if

N(∆) > nrnc
m(m + 1)(m + 2)

6
where N(∆) is the number of trivariate monomials with
weighted degree at most∆. N(∆) can be lower bounded by
the volume of the pyramid inR3, shown in Fig. 1. Thus,

N(∆) >
1
6

∆3

nrnc(ncvr + nrvc)

This implies the following condition

Wdeg nc,nr,ncvr+nrvc
Q(X,Y, Z) 6

⌈
m(nrnc) 3

√(
vr

nr
+

vc

nc

) (
1 +

1
m

)(
1 +

2
m

) ⌉
, (4)

and the theorem follows.
From Lemmas 4, 5 and 6, one can show the following

theorem.

Theorem 7. Assume we transmit a codewordp ∈
P (Sr, Sc, vr, vc, q) with row and column component code rates
Rr andRc respectively. Lety = [yi,j ] be the received word. If
m is the interpolation multiplicity, thenp can be efficiently list
decoded fromy if the Hamming distance betweeny and p,
τm = δ(y, c), is bounded by

τm 6⌊
ncnr

(
1− 3

√
(Rc + Rr)

(
1 +

1
m

)(
1 +

2
m

) )
− 1

m

⌋
(5)

Corollary 8 . For an interpolation multiplicitym, the error
correction radiusτm is upper bounded by

τm 6⌊
np

(
1− 6

√
4Rp

3

√(
1 +

1
m

)(
1 +

2
m

) )
− 1

m

⌋
(6)

whereRp andnp are the rate and length of the product code,
respectively. The upper bound on the decoding radius is maxi-
mized whenRr is equal toRc.
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Fig. 2. 1− 3√Rc + Rr and the half-the-distance bound.

Proof: From the arithmetic and geometric mean inequal-
ity, Rr + Rc > 2

√
RrRc with equality if Rr = Rc =

√
Rp.

It thus follows that the relativeasymptotic decoding radius
of the proposed algorithm is

τ

np
= lim

m→∞
τm

np
< 1− 3

√
Rc + Rr

6 1− 6
√

4Rp (7)

Remark. When m is large, the interpolation algorithm is
correcting any pattern of errors of cardinality greater than that
of half the minimum distance decoder whenRc + Rr 6 0.22.
cf. Fig 4.

The following theorem shows that the number of candidates
on the decoding list of our proposed algorithms does not
increase with the code length,np, or the alphabet size,q.

Theorem 9. For interpolating with a fixed multiplicitym, and
for any received wordy ∈ Fnp

q , the candidate list size is upper
bounded by

Lm <

⌈
m 3

√
1

4Rp

(
1 +

1
m

)(
1 +

2
m

) ⌉
+ 1. (8)

Proof: The total number of candidate words on the list,
counting plausible and implausible words, is upper bounded
by the number of factors ofQ(X, Y, Z) which are of the form
Z −D(X, Y ). This is upper bounded by theZ-degree of the
polynomialQ(X, Y, Z). From Fig. 1 and (4), we can see this
can be upper bounded by

Lm <
∆

ncvr + nrvc

6 m
3

√(
nrnc

ncvr + nrvc

)2 (
1 +

1
m

)(
1 +

2
m

)

≈ m
3

√(
1

Rc + Rr

)2 (
1 +

1
m

) (
1 +

2
m

)

6 m 3

√
1

4Rp

(
1 +

1
m

)(
1 +

2
m

)
,

where the last inequality follows from1/2(Rc + Rr) >
√

Rp

with equality if Rc is equal toRp.
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It is worth noting that the list size of the Guruswami-Sudan
algorithm is bounded by [16] ( A smaller list size is preferred.)

LGS
m ≈

(
m +

1
2

) √
1
R

. (9)

We will now give a formulation of our generalized GS
algorithm:

Algorithm 1 : Decoding of Product Reed-Solomon Codes.
Let y ∈ Fnp

q be the received word when the codewordp ∈
P(Sr, Sc, vr, vc, q) is transmitted.

• Interpolate a trivariate polynomialQ(X, Y, Z) such that:

– Q(X, Y, Z) passes through the points(αi, βj , yi,j)
with multiplicity m.

– The (nc, nr, ncvr + nrvc) weighted degree of
Q(X, Y, Z) is less thandm (Lemma 6).

• FactorizeQ(X, Y, Z) into irreducible factors. If(Z −
D(X, Y ))|Q(X,Y, Z), thenc = [D(αi, βj)], whereαi ∈
Sc andβj ∈ Sr is added to the list of candidates if

– degX D(X, Y ) 6 vr anddegY D(X,Y ) 6 vc

– δ(c, p) 6 τm (Theorem 7).

B. Subcode of a Reed-Muller code

Let the set of polynomialsPRS be the set of bivariate
polynomials withX-degree smaller than or equal tovr andY -
degree smaller than or equal tovc. Evaluation of polynomials
in PRS on the elements ofF2

q gives the RS product code.
Now assume thatPRM is the set of bivariate polynomials
with total degree smaller than or equal tovr + vc. Evaluation
of polynomials ofPRM over F2

q gives a Reed-Muller code,



RMq(vc + vr, 2). It is simple to see thatPRS ⊆ PRM or
the RS product code is the subset of the Reed-Muller code.
Therefore, any algorithm for decoding of the RM code can
be used for decoding of RS product code. From [17], [18]
we know that theRMq(vc + vr, 2) is a subfield-subcode of a
generalized Reed-Solomon code overFq2 . Thus, by decoding
the generalized Reed-Solomon code using the Guruswami-
Sudan algorithm [6] basically we can decode the RS product
code.

Theorem 10. [17] Assume thatd is the minimum distance of
q-ary Reed-Muller codeRMq(vc + vr, 2) of lengthn, then we
can efficiently decode the Reed-Muller code if number of errors
is smaller than

t < n

(
1−

√
1− d

n

)
. (10)

Corollary 11. Assume that the RS product code is defined over
Fq. If nc = nr = q andRc + Rr < 1 then the decoding radius
of the algorithm is equal to

τ < q2
(
1−

√
Rc + Rr

)
. (11)

Proof: WhenRc +Rr < 1 then the minimum distance of
RMq(vc + vr, 2) is equal tod = (q− vc− vr)q and its length
is q2. Then (11) follow form (10).

The RS product codeP(Sr, Sc, vr, vc, q) with |Sr| = nr

and |Sc| = nc is a subcode of a (punctured) GRS of length
nrnc and minimum distanced = (q − vc − vr)q. This
implies that it can be decoded using bivariate interpolation and
factorization such that the asymptotic relative error capability
is given by

τ

np
6


1−

√
1− q(q − vc − vr)

nrnc


 (12)

≈

1−

√
q

nr
Rc +

q

nc
Rr − q2

ncnr
+ 1


 . (13)

In general one can say, that using bivariate interpolation, the
asymptotic relative decoding radius is bounded by

τ

np
6 1− 4

√
4Rp. (14)

Recall that half the minimum distance of the product code
is upper bounded by

1/2dp

np
6 1/2 −

√
Rc + Rr −RcRr. This

implies that an algorithm with an asymptotic relative decoding
radius 1 − √

Rc + Rr −RrRc will always decode beyond
half the minimum distance of the code for any pattern of
errors and ratesRr and Rc (cf. Fig. 5). One can see that
such an algorithm exists if it is true that the RS product code
P(Sr, Sc, vr, vc, q) is a subfield-subcode of the a GRS code
overFq2 with the same minimum distance of the product code,
(nr−vr)(nc−vc), lengthnr, nc and dimensionnrvc+ncvr−
vrvc + 1. Existence of such a GRS and efficiently finding it
remains open.
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