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Abstract— In this paper, we design families of rate-compatible rates) and extending [9] or information shortening [10]r (fo
structured LDPC codes suitable for hybrid ARQ applications |ower rates) are essential to get good codes over all theedesi
with high throughput. We devise a systematic technique of low a1 range. In a related work (not the focus of this paper), we
complexity for the design of structured low-rate LDPC codes . .
from higher rate ones. These codes have a good performance®@" obtain lower rgte (rateless) codes thro_ugh eXte”‘_"BQ th
on the AWGN channel and are robust against erasures and lOW rate codes designed here by concatenating them with inne

puncturing. The codes designed here are protograph-based ces low density generator matrix (LDGM) codes, as suggested in
and have fast encoding and decoding structures. These low rate [11], which is similar to Raptor codes [12].

codes are used as the parent codes of rate-compatible families.

Then, we propose a number of algorithms for puncturing the IIl. DESIGN oFLow RATE CODES

codes in a rate compatible manner to construct codes of higher Starting f h with latively high
rates. The two most promising ones are the random puncturing tarting from a protograph with a relatively high rate, we

search technique and progressive node puncturing. We show tha devise a systematic technique for constructing protogragih
using the techniques in this paper one could construct a high lower rates. These codes should have good performance on
throughput rate compatible family with codes whose rates are in poth AWGN and erasure channels. A code of the desired
Lngﬁg?i;rgr; 0.1 tg g'g and "éh":h arﬁ within 1 dB from the anqih is constructed from the protograph by the progressiv
pacity and have good error floors. edge growth (PEG) algorithm [13] or the ACE-PEG algorithm
[. INTRODUCTION [14] or other variations such as circulant-PEG [4]. We use a
In this paper, we design rate-compatible (RC) families ofrsion of the PEG algorithm adapted for protograph codes.
LDPC codes for incremental redundancy hybrid automatie assume that the base protographhasN variable nodes
repeat request (H-ARQ) applications [1]. Our codes arecstridnd C' check nodes. We assume tHatof the variable nodes
tured (protograph-based) codes [2], [3]. We first design lo@re punctured (hidden). The number of systematic inputsiode
rate structured LDPC codes which have low thresholds on tisedenoted byK = N — C. The rate of the protograph is
AWGN channel as well as a good performance on the erasdte = 7~5. The following algorithm gives a systematic
channel. Other approaches to design low rate protograpgscotechnique for deriving a protograph of rate R, < Rp
were previously considered [4]. These codes have the pyopeitarting from the protograpfs.
that the punctured (hidden) variable nodes have a very highAlgorithm 1: Construction of low rate protographs
degree and thus are not expected to perform well underl) Copy the base grapl3, o times.
further puncturing. Rate-compatible structured LDPC sode 2) Construct another protogragh, from the o copies of
were considered [5], [6]. In these families, the informatio B using the PEG algorithm (or its variants) to maximize
block size is not constant which makes them not suitable for H the girth of the protograph.
ARQ applications. Puncturing of LDPC codes was investigjate 3) Construct the protograph from B, by pruning

by a number of researchers. The puncturing fraction of each Rp — Ry

set of variable nodes with a certain degree, in the parerg,cod f=ak Ra(l—R) 1)

has been optimized based on asymptotic analysis [7]. This 5l L)

approach is not directly applicable to the codes consideeeel systematic input nodes and the edges connected to them.

since it is often the case that all the nodes to be punctueed ar4) The choice of the pruned input nodes is optimized to
of the same degree (degrée By modeling punctured nodes get good AWGN and erasure thresholds.

as erasures, it was recently shown that there exists a cutofp) Further optimization can be done by a small number of
rate, R., which depends on the degree distributions and the  €dge operations. O
rate of the parent code such that one could not find a codeThe PEG algorithm, and its variants, often have some
with a rate R > R,, through puncturing the parent code, thatandomness in them. In such a case, step 2 can be repeated
performs well under density evolution [8]. Motivated byshito a maximum number of iterations and the protograph with
discussion and taking also into account that our parent cathe largest girth is chosen. Sindeis obtained fromB,, by
already has punctured (hidden) variable nodes, we propospraning nodes and edges, thénis a subgraph of3,. This
number of algorithms for puncturing the structured codedb gimplies that the girth of is at least as large as the girthBf,.

an H-ARQ RC family. Moreover, both puncturing (for highefThen maximizing the girth oB,, is equivalent to a constrained
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a) ARCA code,
R=1/2, A: 0.357 dB

a)R=1/4, A: -0.437916 dB b)R =1/4, A: -0.531 dB, E: 0.736

Fig. 2. Construction of raté /4 protograph.

¢)R=1/3, A:-0.234 dB, E: 0.646 d) R=1/3, A: -0.354 dB, E: 0.627

Fig. 1. Construction of raté /3 protograph.

maximization of the girth of... It is possible to construct the
lifted graph with a larger girth if the girth of. is larger. This
is a favorable property as a larger girth often correspon
to a low error floor at the high signal to noise ratio (SNR
region. In step4, optimization can be done by choosing the

. . . . @
pruned input nodes at random while using a gradient desc
or simulated annealing approach [3] to pick the graph with th
best threshold. One can also choose these nodes in a syistemat Fig. 3. Construction of raté/5 protograph.
way. For example, ifs = vK, then~ copies of theK input
nodes are pruned froms,. In most cases, the choice of the
copies that are pruned does not affect the performance due
to the symmetry in the protograpB, across these copies.variable nodes will be represented by squares and circles
If no such symmetry exists, it is feasible to try all possibleespectively. Transmitted variable nodes are gray in color
combinations of they copies and pick the combination thawhile punctured (non-transmitted) variable nodes are avhit
will give the lowest threshold. This is due to the small sife d-or asymptotic analysis (in the length of the code), we used
the protograph, which makes the search of the thresholdéor DE to determine the AWGN and erasure thresholds [15].

protograph using density evolution (DE) [15] a fast procé&s g construction steps for a ratg3 protograph are shown
suggested in step, additional optimization of the protograph;, Fig. 1. The protograph in Fig. 1.b is the PEG-lifted graph
can be d_one by adding, removing and swapping gdgds Nof two copies of the ARCA code in Fig. 1.a. The ratg3
As we will demonstrate by example, carefully adding a veny,ioqranh in Fig. 1.c results by systematically pruning on
small number of edges is enough to get protographs with:gy,, of the input nodes and its AWGN threshold is 0fIg6
better threshold. This stgp can be done by hgnd. queverdlg away from the capacity. By simply adding one edge in Fig.
can also be automated in a simulated annealing setting. 7 4 phetween CO and V6 (C and V stand for check and variable
Here we consider a.popular instance of the algorithm, Wh?é‘spectively) the gap to capacity is reduced to dnlyt dB.
the base protograph is a half rate C,Odﬁi' = 1/2, and the 1 is o be noted that both codes have a good performance
target rateRt;, = 1/T', whereT is an integer greater thah o the erasure channel. However, the better threshold on
In this case the parameters are as follows: the AWGN channel (d) comes at a slight degradation of

a)R=1/5 A:-0.50dB, E: 0.789 b} R = 1/5 A: -0.67 dB, E: D.752

a=T-1& B=(T-2)K. @) the performance on thg erasure chaqnel (0.019 differen'ce in

erasure thresholds). Similar observations can be seenein th

It is straightforward to confirm that designed protographs shown in Fig. 2 and Fig. 3 for rates of
K(T —1) - K(T —2) 1 1/4 and1/5 respectively. We compared our codes with the RC

Ry =

(3) 3GPP turbo codes for a payload 4K in Fig. 4, (T and HIT
denote the AWGN threshold and the number of half iterations

. respectively). The codes were constructed using PEG. It is

A. Construction Examples expected that the ACE-PEG algorithm will result in lowererr
The base code of choice is the rat ARCA code, shown floors. In general, our codes have about 0.3 dB gain over turbo

in Fig. 1.a, designed by Divsalat. al [5]. In the figures codes at a FER of0~2 (which is our comparison criterion

accompanying the following examples, the AWGN and erasui@ such applications). We can also show that the speed gains

thresholds are labeled by and F respectively. Check and in terms of throughput are abo00%.

T-1)(N-E)-K(T-2) T



FER Performance of Structured LDPC Codes, K=4096 a)
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Fig. 5. Puncturing on the protograph level.
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Fig. 4. Comparison with 3GPP turbo codes.

IIl. PUNCTURING ALGORITHMS

In this section, we will focus on devising schemes for
puncturing the codes designed in the previous section &robt
higher rate codes in a RC family.

Structured (regular) puncturing can be achieved by punc-
turing on the protograph level. This will have the advantage
of low storage requirements. However, this approach has two
major drawbacks. The first drawback is that the set of feasibl
rates obtained by puncturing is very small. Consider the ARC
code in Fig. 1.a. There are two redundancy symbols in the
protograph. In this case the feasible rates are apfy(punc-

turing any of the two redundancy nodes) and unity (puncturinve have to emphasize, that the set of designed rates has to be

—#— R=1/6 T=—0.7 dB
10} —— TC R=1/2 HIt=30
TC R=1/3, HIT=30
—— TC R=1/5, HIT=20
B [Rate
1077k E [Gap
o o}

TABLE |

1K PAYLOAD RC FAMILY WITH REGULAR-IRREGULAR PUNCTURING

b) Calculate the numbd?,, of nodes to be punctured
to go from rateR,,,_; to rate R,

NG .
P,=|N— C—

m—1
m
¢) Calculatea: and 8 such that puncturing pattern on
the non-punctured set is as regular as possible:

| XBocrPu | g 3= N~ By — (P —1) —
P,,.
d) The puncturing pattern onb,, is as follows
{z1_... 22 ... ,..,xp,,, ... },Wherezr; denotes
TN~ ~~

[e% [e% B
the position of theith punctured node. O

both redundancy nodes). The second major problem is tlakefully chosen to have a good performance. An RC family
these structured protographs already have punctured hogghin 0.5 dB from the capacity and a parent ratg¢2 was
which are treated as erasures by the belief propagation (Bfdtained for a payload ofK as shown in Table I.

algorithm. As seen in Fig. 5, puncturing any redundancy node

will result in at least two edges connected to any check beify Random Puncturing
connected to erased variables. BP cannot start as the set ®egular and irregular puncturing patterns may not resut in

punctured nodes will form atopping set.

A. Regular Irregular Puncturing

good family of codes. We construct an RC family by searching
for the best random puncturing pattern on the lifted graph in
a fast way. The algorithm is stated as follows

We can see that for such codes irregular puncturing onAlgorithm 3: Random Puncturing Search Algorithm

the lifted graph will yield better results. This also givéset

1) Start with a parent codé(Ry), with rate Ry.

flexibility of choosing any family of required rates. In our 2) For each rateR,, € {Ry, Ra, .., Ry}, Ry > Rt
m ’ sy AU S m m—

proposed scheme, the puncturing pattern will be as regular
as possible with respect to the preceding codes in the family
For the higher rates it becomes more irregular and random-
like with respect to the parent code. L&tR,,) denote the
code in the rate-compatible family with ratg,,. We will
assume thalV andC' are respectively the number of variable

nodes and check nodes in the Tanner graph of the lifted code.

The regular-irregular puncturing algorithm is formulated as
follows:
Algorithm 2: Regular-Irregular Puncturing
1) Start with a parent codé(Ry), with rate Ry.
2) For each rat&R,, € {R1, Ra,..,Rp}, Ry > Ri—1
a) Find the set,W,, of non-punctured redundancy
nodes inC(R,,_1). The cardinality of¥,, is N —
E,,_1, where E,,_; is the number of punctured
variable nodes in the Tanner graph®&fR,,—1).

a) Initialize the winning SNRS,,, = oc.

b) Find the setV,,, ( 2.a Alg. 2).

c) CalculateP,, (2.b Alg. 2).

d) Obtain a codeC’ by randomly puncturingP,,
redundancy nodes iw,,.

e) By density evolution, test if the code has negligible
error probability at an SNR,;
o Yes:

— Search for the new thresholsj, of this code
in the range{—o0 to S, }.

— SetS, =95,.
— Set the winner codé(R,,) to beC’.
« No: Skip
f) Repeat random search till a maximum number of
iterations. (Go t@.d.) |



Rate | Capacity | GapR1k | GapP 1k | GapR4k | Gap P 4k c) Else

05| 0188 0.171 0171 0171 0171 ) Q={v,:v, €T & H(v,;) = minyer H(v)}.

06| 0679 0.188 0.237 0.188 0.236 i) If [Q =1, v, =1

07| 1270\ 0262 0302  027| 0376 li) Else, choosev, at random fromt.

08| 2033 0305| 0659 0312 0578 d) Punctures, and updatel,, = ¥y, \ vp.

00| 3198| 04%| 0769 0376 0685 €) X/é)%g(“ﬁzdft(e%(j aiécg;(t)l andV v €
TABLE 1l f) Incrementp, p:=p+ 1. a

1K AND 4K PAYLOAD RC FAMILIES WITH RANDOM (R) AND The previous algorithm implements conditions (i) and (ii).
PROGRESSIVE(P) PUNCTURING. PARENT RATE IS 0.5. To implement condition (iii), we define the puncturing scofe

a checke to be the cardinality of the set of punctured variables
connected to the checks reached by a two level expansion of
In step 2.e, searching for the threshold can be done Bhe support tree of cheak

iteratively bisecting the range to select a test SNR andfsee i A ,
this test SNR achieves zero error. The process is repedted ti S(e) = Z F(). (4)
a desired accuracy in the SNR. Thandom search algorithm c':c! €N (v) & vEN(e)
is a greedy algorithm which searches for the best code at egtfe puncturing score of the grajh is defined by
design rate.

X . . se2 > s ()
C. Progressive Node Puncturing ceG & F(e)=1

We devise a systematic algorithm that progressively Cl0sghe puncturing score is an approximate and an efficient way
Fhe puncturing pattern that (i) maximizes the number of khecto measure how well the checks, with one punctured node,
in the graph which are connected to only one punctured Vagze connected to the other checks with punctured nodes. The

able while (ii) minimizing the average number of puncturefyogressive node puncturing (PNP) algorithm is modified as
variable nodes connected to each check and (iii) maximiziggows to incorporate condition (iii):

the connectivi_ty between the checks, connected to only ON€A|gorithm 5: Progressive Node Puncturing-i
punctured variable node, and the other punctured nodes. 1) Initialize Sg = 0 & t=1
The reasoning behind condition (i) is that a check (of degreez) While ¢ < ¢ ’
> 1) with only one punctured variable node connected to it mar
will transmit non-zero information to the punctured nodel an a) Change the random seed
the single punctured node could recover. However, maxigizi b) Obtain the code;(R;,) from C(R,.—1) by Alg.
the number of checks with only one punctured node connected 4. )
could result in some other checks having a large number of ¢) Calculate the puncturing score of the Tanner graph
punctured nodes connected to them. A check with more than of C;(Rm), S ().
one punctured node connected will transmit zero infornmatio d) If S¢(t) > Sg, setC(R,) to be Ci(R,,) and
to all the punctured nodes unless all but one of these puatttur Sc = Sg(t). (Choose the puncturing pattern with
nodes are recovered by message passing from other checks. the largest puncturing score.)
Thus, it is crucial to minimize the maximum number of e t=t+1 O
erjlnctulred nO(IJIes cr(])nneﬁtedk to aﬂy check, \l/vhich implies (i%._ Numerical Results
This also implies that checks with no or only one puncture .
variables shc[))uld have a high connectivity to)ihe otrl?er check Table 11 shows the gap f_r_om the AWGN channel capacity
compared for our RC families constructed from the ARCA

with more than one punctured node, which is condition (iii),
Algorithm 4: Progressive Node Puncturing-| code of rate0.5 for payloads oflK and 4K. Random punc

For each rate?,,,, obtainC(R,,,) from C(R,,,—1) by progres- turing ($) andh PN;) (P) Iresult n families ywt?(mf)_dB ang
sively puncturingP,, nodes from the set,. (Alg. 2.2a.b): 0.8 dB from the channel capacity respectively. Fig. 6 shows
m m CTmEl o the FER of these RC families on an AWGN channel for a
1) For each check € NV (v) such that € ¥, calculate!

payload of 1K. The codes constructed by random puncturing

F(c) = |v:veN(c) &vis punctured outperform those by PNP at low SNRs due to their lower
2) For eachw € ¥, calculate thresholds. However, PNP results in codes with lower error
a) G(v) =|c:ce N(v) & F(c) = 1| floors especially for high rates. Using the techniques in. Sec
b) H(v) =3 cenw Flc) Il , we designed two codes of ralg'6, C; which has AWGN
3) While p < P, (puncture a node,) and erasure thresholds ef0.54 dB and 0.82 respectively,
a) I'={v, : v, € ¥,, & G(v,) = minyew, G(v)}. andCs which has AWGN and erasure thresholds—i.7 dB
by If T =1[;v,=T;, and 0.814 respectively. The thresholds of the RC families,

designed withCy, as the parent code are shown in Table IlI. It
1N/ (z) denotes the set of neighbors of the natde is worth noting that althoug@i; has a better AWGN threshold,
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Fig. 6. FER oflK Payload RC Families with PNP and Random Puncturing=ig. 7. FER and BER ofK Payload RC Family with Progressive Puncturing

Rate | Capacity | Gap R 1k | Gap P 1k | Rate | Capacity | Gap R 1k | Gap P 1k ) o
0.167 | -1.073 0.539 053] 050 018 0.318 0.560 Third: Obtaining lower rate codes from the parent codes by

0.20| -0.963 0580 | 0402 055 0424 0484 0551 extending or concatenating them with LDGM codes.
025 -0793| 0375| 0375| 060| 0679 0876 0523

0.30 -0.618 0.319 0.406 | 065 0.960 1.208 0.529 ACKNOWLEDGMENT
gig g;g; 801; 8435 8;2 1;;3 1.586 gﬁg Thanks to Henry Pfister for providing a program for the
. -0. 3 5 . .
0.45 -0.032 0.311 0.537| 0.80 2039 2392 0.861 progressive edge growth algonthm.
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