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Abstract

We present a randomized construction of linear-time encodable and decodable codes that can transmit over lossy channels at rates extremely close to capacity. The encoding and decoding algorithms for these codes have fast and simple software implementations. Partial implementations of our algorithms are faster by orders of magnitude than the best software implementations of any previous algorithm for this problem. We expect these codes will be extremely useful for applications such as real-time audio and video transmission over the Internet, where lossy channels are common and fast decoding is a requirement.

Despite the simplicity of the algorithms, their design and analysis are mathematically intricate. The design requires the careful choice of a random irregular bipartite graph, where the structure of the irregular graph is extremely important. We model the progress of the decoding algorithm by a set of differential equations. The solution to these equations can then be expressed as polynomials in one variable with coefficients determined by the graph structure. Based on these polynomials, we design a graph structure that guarantees successful decoding with high probability.
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1 Introduction

In many communication situations, data is lost in transit. A standard response to this problem is to request retransmission of data that is not received. When some of this retransmission is lost, another request is made, and so on. Such communication protocols can lead to delays due to the need for several rounds of communication between sender and receiver.

An alternative solution, often called forward error-correction in the networking literature, is sometimes desirable: Suppose an application sends a real-time stream of data symbols that is partitioned and transmitted in logical units of blocks.\(^1\) Furthermore, suppose the network experiences transient and unpredictable losses of at most a \(p\) fraction of symbols out of each block. The following insurance policy can be used to tradeoff the effects of such uncontrollable losses on the receiver for controllable degradation in quality. Suppose originally a particular block consists of \(n\) data symbols. Instead of sending a message of \(n\) data symbols, send a message of only \((1 - p)n\) data symbols, by either selecting the most important parts from the original data stream and omitting the remainder, or by generating a slightly lower quality stream at a \((1 - p)\) fraction of the original rate. Fill out the block to its original length of \(n\) with \(pn\) redundant (check) symbols. This scheme provides optimal loss protection if the \((1 - p)n\) symbols in the message can all be recovered from any set of \((1 - p)n\) received symbols from the block. Such a scheme can be used as the basic building block for the more robust and general protection scheme described in [1].

The problem is to design fast enough encoding and decoding algorithms to make this solution feasible. In this paper, we present codes that can be encoded and decoded in linear time while providing near optimal loss protection. Moreover, these linear time algorithms can be implemented to run very quickly in software.

Our results hold whether each symbol is a single bit or a packet of many bits. We assume that the receiver knows the position of each received symbol within the stream of all encoding symbols. This is appropriate for the Internet, where packets are indexed. We adopt as our model of losses the erasure channel, introduced by Elias [6], in which each encoding symbol is lost with a fixed constant probability \(p\) in transit independent of all the other symbols. This assumption is not appropriate for the Internet, where losses can be highly correlated and bursty. However, losses on the Internet in general are not sensitive to the actual contents of each packet, and thus if we place the encoding into the packets in a random order then the independent loss assumption is valid.

Elias [6] showed that the capacity of the erasure channel is \(1 - p\) and that a random linear code can be used to transmit over the erasure channel at any rate \(R < 1 - p\). This means that a random linear code can be used to convert a message of length \(Rn\) into a transmission of length \(n\) from which the message can be recovered from most portions of length greater than \(Rn\). Moreover, every linear code has quadratic time encoding algorithms and cubic time decoding algorithms. One cannot hope for better information recovery, but

\(^1\)An example of this is an MPEG stream, where a group of pictures can constitute such a block, and where each symbol corresponds to the contents of one packet in the block. The latency incurred by the application is proportional to the time it takes between when the first and last packet of the block is sent, plus the one-way travel time through the network.
faster encoding and decoding times are desirable, especially for real-time applications.

Reed-Solomon codes can be used to transmit at the capacity of the erasure channel with order $n \log n$ encoding time and quadratic decoding time. These codes have recently been customized to compensate for Internet packet loss in real-time transmission of moderate-quality video [1]. Even this optimized implementation required the use of dedicated workstations. Transmission of significantly higher quality video requires faster coding algorithms.

In theory, it is possible to decode Reed-Solomon codes in time $O(n \log^2 n \log \log n)$ (see [4, Chapter 11.7] and [9, p. 369]). However, for small values of $n$, quadratic time algorithms are faster than the fast algorithms for the Reed-Solomon based codes, and for larger values of $n$ the $O(\log^2 n \log \log n)$ multiplicative overhead in the running time of the fast algorithms (with a moderate sized constant hidden by the big-Oh notation) is large, i.e., in the hundreds or larger.

We obtain very fast linear-time algorithms by transmitting just below channel capacity. We produce rate $R = 1 - p(1+\epsilon)$ codes along with decoding algorithms that recover from the random loss of a $p$ fraction of the transmitted symbols in time proportional to $n \ln(1/\epsilon)$, with high probability. They can also be encoded in time proportional to $n \ln(1/\epsilon)$. In Section 7, we do this for all $\epsilon > 0$. The fastest previously known encoding and decoding algorithms [2] with such a performance guarantee have run times proportional to $n \ln(1/\epsilon)/\epsilon$. (See also [3] for related work.)

The overall structure of our codes are related to codes introduced in [12] for error-correction. We explain the general construction along with the encoding and decoding algorithms in Section 2.

Our encoding and decoding algorithms are almost symmetrical. Both are extremely simple, computing exactly one XOR operation for each edge in a randomly chosen bipartite graph. As in many similar applications, the graph is chosen to be sparse, which immediately implies that the encoding and decoding algorithms are fast. Unlike many similar applications, the graph is not regular; instead it is quite irregular with a carefully chosen degree sequence. We describe the decoding algorithm as a process on the graph in Section 3. Our main tool is a model that characterizes almost exactly the performance of the decoding algorithm as a function of the degree sequence of the graph. In Section 4, we use this tool to model the progress of the decoding algorithm by a set of differential equations. As shown in Lemma 1, the solution to these equations can then be expressed as polynomials in one variable with coefficients determined by the degree sequence. The positivity of one of these polynomials on the interval $(0,1]$ with respect to a parameter $\delta$ guarantees that, with high probability, the decoding algorithm can recover almost all the message symbols from a loss of up to a $\delta$ fraction of the encoding symbols. The complete success of the decoding algorithm can then be demonstrated by combinatorial arguments such as Lemma 3.

Our analytical tools allow us to almost exactly characterize the performance of the decoding algorithm for any given degree sequence. Using these tools, we analyze regular graphs in Section 6, and conclude that they cannot yield codes that are close to optimal. Hence irregular graphs are a necessary component of our design.

Not only do our tools allow us to analyze a given degree sequence, but they also help us to design good irregular degree sequences. In Section 7 we describe, given a parameter
For $\epsilon > 0$, a degree sequence for which the decoding is successful with high probability for a loss fraction $\delta$ that is within $\epsilon$ of $1 - R$. Although these graphs are irregular, with some nodes of degree $1/\epsilon$, the average degree of each node is only $\ln(1/\epsilon)$. This is the main result of the paper, i.e., a code with encoding and decoding times proportional to $\ln(1/\epsilon)$ that can recover from a loss fraction that is within $\epsilon$ of optimal.

In Section 9, we show how linear programming techniques can be used to find good degree sequences for the nodes on the right given a degree sequence for the left nodes. We demonstrate these techniques by finding the right degree sequences that are optimal for a series of example left degree sequences.

1.1 Terminology

The block length of a code is the number of symbols in the transmission. In a systematic code, the transmitted symbols can be divided into message symbols and check symbols. We take the symbols to be elements of GF(2), and all arithmetic operations to be over this field; i.e., addition is equivalent to taking the exclusive-or of two elements. The message symbols can be chosen freely, and the check symbols are computed from the message symbols. The rate of a code is the ratio of the number of message symbols to the block length. For example, in a code of block length $n$ and rate $R$, the encoder takes as input $Rn$ message symbols and produces $n$ symbols to be transmitted. In all of our constructions, we assume that the symbols are bits. It is easy to extend our constructions to work with symbols that are packets of bits: where we would take the sum of two bits, just take the bit-wise sum of two packets.

2 The Codes

In this section, we explain the overall construction, as well as the encoding and decoding algorithms. We begin by defining a code $C(B)$ with $n$ message bits and $\beta n$ check bits, by associating these bits with a bipartite graph $B$. The graph $B$ has $n$ left nodes and $\beta n$ right nodes, corresponding to the message bits and the check bits, respectively. The encoding consists of computing each check bit as the sum of the bits of its neighbors in $B$ (see Figure 1(a)). Thus, the encoding time is proportional to the number of edges in $B$.

The main contribution of our work is the design and analysis of the bipartite graph $B$ so that the repetition of the following simplistic decoding operation recovers all the missing message bits.

If one knows the value of a check bit and all but one of the message bits on which it depends,

Then the value of the missing message bit can be found by computing the sum of the check bit and its known message bits.

See Figure 1(b) for an example of this operation. The advantage of relying solely on this recovery operation is that the total decoding time is (at most) proportional to the number of edges in the graph. Our main technical innovation is in the design of sparse random
graphs where repetition of this operation is guaranteed to usually recover all the message bits if at most \((1 - \epsilon)\beta n\) of the message bits have been lost from \(C(B)\).

To produce codes that can recover from losses regardless of their location, we cascade codes of the form \(C(B)\): we first use \(C(B)\) to produce \(\beta n\) check bits for the original \(n\) message bits, we then use a similar code to produce \(\beta^2 n\) check bits for the \(\beta n\) check bits of \(C(B)\), and so on (see Figure 2). At the last level, we use a more conventional loss-resilient code. Formally, we begin with a sequence of graphs \(B_0, \ldots, B_m\), where \(B_i\) has \(\beta^i n\) left nodes and \(\beta^{i+1} n\) right nodes, to construct a sequence of codes \(C(B_1), \ldots, C(B_m)\). We select \(m\) so that \(\beta^{m+1} n\) is roughly \(\sqrt{n}\) and we end the cascade with a loss-resilient code \(C\) of rate \(1 - \beta\) with \(\beta^{m+1} n\) message bits for which we know how to recover from the random loss of \(\beta\) fraction of its bits with high probability. We then define the code \(C(B_0, B_1, \ldots, B_m, C)\) to be a code with \(n\) message bits and

\[
\sum_{i=1}^{m+1} \beta^i n + \beta^{m+2} n/(1 - \beta) = n\beta/(1 - \beta)
\]

check bits formed by using \(C(B_0)\) to produce \(\beta n\) check bits for the \(n\) message bits, using \(C(B_1)\) to form \(\beta^{i+1} n\) check bits for the \(\beta n\) bits produced by \(C(B_m)\), and finally using \(C\) to produce an additional \(n\beta^{m+2}/(1 - \beta)\) check bits for the \(\beta^{m+1} n\) bits output by \(C(B_m)\).

As \(C(B_0, B_1, \ldots, B_m, C)\) has \(n\) message bits and \(n\beta/(1 - \beta)\) check bits, it is a code of rate \(1 - \beta\).

Assuming that the code \(C\) can be encoded and decoded in quadratic time\(^2\), the code

\(^2\)A good candidate for the code \(C\) is the low-density parity-check [7, 11] version of these codes: only send the messages that cause all the check bits to be zero. These codes can be decoded in linear time and encoded in quadratic time with minuscule constants. In the final version of this paper, we show how \(C\) can be replaced with an even simpler code \(C'\) that can be encoded and decoded in linear time but that has a worse decoding guarantee. Using \(C'\), we can end the cascade with roughly \(cn\) nodes instead of \(\sqrt{n}\) for \(C\).
$C(B_0, \ldots, B_m, C)$ can be encoded and decoded in time linear in $n$. We begin by using the decoding algorithm for $C$ to recover losses that occur within its corresponding bits. If $C$ recovers all the losses, then the algorithm now knows all the check bits produced by $C(B_m)$, which it can then use to recover losses in the inputs to $C(B_m)$. As the inputs to each $C(B_i)$ were the check bits of $C(B_{i-1})$, we can work our way back up the recursion until we use the check bits produced by $C(B_0)$ to recover losses in the original $n$ message bits. If we can show that $C$ can recover from the random loss of a $\beta(1 - \epsilon)$ fraction of its bits with high probability, and that each $C(B_i)$ can recover from the random loss of a $\beta(1 - \epsilon)$ fraction of its message bits with high probability, then we have shown that $C(B_0, B_1, \ldots, B_m, C)$ is a rate $1 - \beta$ code that can recover from the random loss of a $\beta(1 - \epsilon)$ fraction of its bits with high probability. Thus, for the remainder of the paper, we only concern ourselves with finding graphs $B$ so that the decoding algorithm can recover from a $\beta(1 - \epsilon)$ fraction of losses in the message bits of $C(B)$, given all of its check bits.

3 The Graph Process and Degree Sequences

We now relate the decoding process of $C(B)$ to a process on a subgraph of $B$, so that hereafter we can use this simpler terminology in describing the process. This subgraph consists of all nodes on the left that have not been decoded thus far, all the nodes on the right, and all the edges between these nodes. Recall that the decoding process requires finding a check bit on the right such that only one adjacent message bit is missing; this adjacent bit can then be recovered. In terms of the subgraph, this is equivalent to finding a node of degree one on the right, and removing it, its neighbor, and all edges adjacent to its neighbor from the subgraph. We refer to this entire sequence of events hereafter as one step of the decoding process. We repeat this step until there are no nodes of degree one available on the right. The entire process is successful if it does not halt until all nodes on the left are removed, or equivalently, until all edges are removed.

The graphs that we use are chosen at random from carefully chosen degree sequence on sparse bipartite graphs. In contrast with many applications of random graphs in computer
science, our graphs are not regular. Indeed, the analysis in Section 6 shows that it is not possible to approach channel capacity with regular graphs.

We refer to edges that begin adjacent to a node of degree $i$ on the left (right) as *edges of degree* $i$ on the left (right). Each of our degree sequences is specified by a pair of vectors $(\lambda_1, \ldots, \lambda_m)$ and $(\rho_1, \ldots, \rho_m)$ where $\lambda_i$ is the fraction of edges on the left of degree $i$ and $\rho_j$ is the fraction of edges on the right of degree $j$. Note that our graphs are specified in terms of fractions of *edges*, and not *nodes*, of each degree; this form is more convenient for much of our work. To choose an appropriate random bipartite graph $B$ with $E$ edges, $n$ nodes on the left, and $bn$ nodes on the right, we begin with a bipartite graph $B'$ with $E$ nodes on both the left and right hand sides, with each node of $B'$ representing an edge slot. Each node on the left hand side of $B'$ is associated with a node on the left side of $B$, so that the distribution of degrees is given by $(\lambda_1, \ldots, \lambda_m)$, and similarly for the right. We then choose a random matching (i.e., a random permutation) between the two sets of $E$ nodes on $B'$. This induces a random bipartite graph on $B$ in the obvious manner with the desired degree structure.

Note that, in the corresponding subgraph of $B'$ remaining after each step, the matching remaining on $B'$ still corresponds to a random permutation. Hence, conditioned on the degree sequence of the remaining subgraph after each step, the subgraph that remains is uniform over all subgraphs with this degree sequence. The evolution of the degree sequence is therefore a Markov process, a fact we make use of below.

In the next two sections, we develop techniques for the analysis of the process for general degree sequences. After using these techniques in Section 6 to analyze regular graphs, we describe degree sequences that result in codes that approach the capacity of the erasure channel in Section 7.

### 4 Differential Equations Description

To analyze the behavior of the process on the subgraph of $B$ described in the previous section, we begin by establishing a set of differential equations that describes its behavior in the limiting case, as the block length goes to infinity. Alternatively, one may think of these equations as describing the expected behavior of the associated random variables. Although these differential equations provide the key insight into the behavior of the decoding process, additional work is required to justify the relationship between the limiting and finite cases.

We begin with the initial random graph $B$, with $n$ left nodes and $bn$ right nodes. Consider the two vectors $(\lambda_i)$ and $(\rho_i)$, where $\lambda_i$ and $\rho_i$ are the fractions of edges of degree $i$ on the left, respectively right, with respect to the total number $E$ of edges in the original graph. The average node degree on the left $a_\ell$ initially satisfies $a_\ell^{-1} = \sum_i \lambda_i / i$, and similarly the average node degree on the right $a_r$ initially satisfies $a_r^{-1} = \sum_i \rho_i / i$.

We scale the passage of time so that each time unit of length $\Delta t : = \frac{1}{E}$ corresponds to one step of the decoding process. Let $\delta$ be the fraction of losses in the message. Initially, just prior to time 0, each node on the left is removed with probability $1 - \delta$ (because the corresponding message bit is successfully received), and thus the initial subgraph of $B$ contains $\delta n$ nodes on the left. If the process terminates successfully, it runs until time
\( \delta n / E = \delta / a_0 \). We let \( \ell_i(t) \) and \( r_i(t) \) represent the fraction of edges (in terms of \( E \)) of degree \( i \) on the left and right, respectively, at time \( t \). We denote by \( e(t) \) the fraction of the edges remaining, that is, \( e(t) = \sum_i \ell_i(t) = \sum_i r_i(t) \).

Recall that at each step, a random node of degree one on the right is chosen, and the corresponding node on the left and all of its adjacent edges are deleted. (If there is no such node, the process necessarily stops.) The probability that the edge adjacent to the node of degree one on the right has degree \( i \) on the left is \( \ell_i(t) / e(t) \), and in this case we lose \( i \) edges of degree \( i \). This gives rise to the difference equation

\[
\mathcal{L}_i(t + \Delta t) - \mathcal{L}_i(t) = -\frac{i\ell_i(t)}{e(t)}
\]

for the expected change of the number of edges \( \mathcal{L}_i(t) \) of degree \( i \) on the left. Noting that

\[
\ell_i(t) = \mathcal{L}_i(t) / E = \mathcal{L}_i(t) \Delta t,
\]

we see that in the limit as \( E \to \infty \) the solution of this difference equation is described by that of the differential equation

\[
\frac{d\ell_i(t)}{dt} = -\frac{i\ell_i(t)}{e(t)},
\]

(1)

When we remove a node of degree \( i \) on the left, we remove the one edge of degree one from the right, along with the \( i - 1 \) other edges adjacent to this node. Hence the expected number of other edges deleted is \( a(t) - 1 \), where \( a(t) = \sum_i i \ell_i(t) / e(t) \). The right endpoints of these \( i - 1 \) other edges on the right hand side are randomly distributed. If one of these edges is of degree \( j \) on the right, we lose \( j \) edges of degree \( j \), and gain \( j - 1 \) edges of degree \( j - 1 \). The probability that an edge has degree \( j \) on the right is just \( r_j(t) / e(t) \). For \( i > 1 \), then, the difference equation

\[
\mathcal{R}_i(t + \Delta t) - \mathcal{R}_i(t) = (r_{i+1}(t) - r_i(t)) \frac{i(a(t) - 1)}{e(t)}
\]

describes the expected change of the number of edges \( \mathcal{R}_i(t) \) of degree \( i \) on the right. The corresponding differential equations for the \( r_i(t) \) are therefore

\[
\frac{dr_i}{dt} = (r_{i+1}(t) - r_i(t)) \frac{i(a(t) - 1)}{e(t)}
\]

(2)

(We assume that \( r_i(t) \) is defined for all positive \( i \), and is 0 for sufficiently large \( i \).) The case \( i = 1 \) plays a special role, as we must take into account that at each step an edge of degree one on the right is removed. Hence, the differential equation for \( r_1(t) \) is given as

\[
\frac{dr_1}{dt} = (r_2(t) - r_1(t)) \frac{(a(t) - 1)}{e(t)} - 1
\]

(3)

Our key interest is in the progression of \( r_1(t) \) at a function of \( t \). As long as \( r_1(t) > 0 \), so that we have a node of degree one on the right, the process continues; when \( r_1(t) = 0 \) the process stops. Hence we would like for \( r_1(t) > 0 \) until all nodes on the left are deleted and the process terminates successfully.
These differential equations are more easily solved by defining \( x \) so that \( dx/x = dt/e(t) \). The value of \( x \) in terms of \( t \) is then \( x := \exp(-\int_0^t \, d\tau/e(\tau)) \). By substituting \( dx/x \) for \( dt/e(t) \), equation (1) becomes \( d\ell(x)/dx = -\delta \lambda x \), and integrating yields \( \ell(x) = c e x^i \). Note that \( x = 1 \) for \( t = 0 \), and \( \ell(t = 0) = \delta \lambda i \). Hence, \( c_i = \delta \lambda i \) and

\[
\ell_i(x) = \delta \lambda_i x^i.
\]

Since \( \ell_i(x) \) goes to zero as \( t \) goes to \( \delta \alpha \), \( x \) runs over the interval \([1, 0]\).

Solving for the \( r_i(x) \) is more involved. The main goal is to show that \( r_1(x) > 0 \) on \((0, 1]\), so that the process does not halt before completion. Details for solving for the \( r_i(x) \), and in particular for \( r_1(x) \), are given in Appendix A; the proposition below presents the solution for \( r_1(x) \). The result is expressed using the generating functions

\[
\lambda(x) = \sum_{i \geq 1} \lambda_i x^{i-1}
\]

and

\[
\rho(x) = \sum_{i \geq 1} \rho_i x^{i-1};
\]

these generating functions play an important role in the remainder of our presentation.

**Lemma 1** The solution \( r_1(x) \) of the differential equation (3) is given by

\[
r_1(x) = \delta \lambda(x) [x - 1 + \rho(1 - \delta \lambda(x))].
\]

(4)

From (4), we find that this requires the condition

\[
\rho(1 - \delta \lambda(x)) > 1 - x, \quad x \in (0, 1].
\]

(5)

This condition shall play a central role for the remainder of our work.

## 5 Using the Differential Equations to Build Codes

Recall that the differential equations describe the limiting behavior of the process on \( B \), as the block length goes to infinity. From this one can derive that if (5) is violated, so that \( \rho(1 - \delta \lambda(x)) \leq 1 - x \) somewhere on \((0, 1]\) then the process fails for large block lengths with high probability.

Proving the process progresses almost to completion if (5) is satisfied is possible by relating the differential equations to the underlying random process (see, e.g., [8, 10]). Proving the process runs to completion can be handled with a separate combinatorial argument. In some cases, however, this requires small modifications in the graph construction.

**Lemma 2** Let \( B \) be a bipartite graph chosen at random with edge-degrees specified by \( \lambda(x) \) and \( \rho(x) \). Let \( \delta \) be fixed so that

\[
\rho(1 - \delta \lambda(x)) > 1 - x, \quad \text{for } x \in (0, 1].
\]

For all \( \eta > 0 \), if the message bits of \( C(B) \) are lost independently with probability \( \delta \), then the decoding algorithm terminates with more than \( \eta \) message bits not recovered with exponentially small probability, as the block length grows large.
The following combinatorial tail arguments is useful in showing that the process terminates successfully when there are no nodes on the left of degree one or two. (Such arguments are often required in similar situations; see, for example, [5].)

Lemma 3 Let $B$ be a bipartite graph chosen at random with edge-degrees specified by $\lambda(x)$ and $\rho(x)$, such that $\lambda(x)$ has $\lambda_1 = \lambda_2 = 0$. Then there is some $\eta > 0$, such that with probability $1 - o(1)$ (over the choice of $B$) if at most an $\eta$ fraction of the nodes on the left in $B$ remain, then the process terminates successfully.

Proof: [Sketch] Let $S$ be any set of nodes on the left of size at most $\eta n$. Let $a$ be the average degree of these nodes. If the number of nodes on the right that are neighbors of $S$ is greater than $a|S|/2$, then one of these nodes has only one neighbor in $|S|$, and so the process can continue. Thus, we only need to show that the initial graph is a good expander on small sets. Since the degree of each node on the left is at least three, standard proofs (see [11]) suffice to show that the expansion condition holds with high probability for all sets containing at most an $\eta$ fraction of the left nodes.

Using Lemmas 2 and 3, we can show that the codes presented in Section 7 work with high probability. As our asymptotic results for asymptotically good general codes use graphs with degree two nodes on the left, we extend the construction and use more careful arguments to prove that the process completes, as described in Section 7.

6 Analysis of Regular Graphs

We demonstrate the techniques developed in the previous section in a simple setting: we analyze the behavior of the process on random regular graphs. Because random regular graphs have so often been used in similar situations, it is natural to consider if they give rise to codes that are close to optimal. They do not. The following lemma proves a weak form of this behavior. We have explicitly solved for the largest value of $\delta$ which satisfies condition (5) for codes based on regular graphs for several rate values. In every case, there is some small degree value that achieves a maximum value of $\delta$ far from optimal, and the maximal achievable value of $\delta$ decreases as the degree increases thereafter.

Lemma 4 Let $B$ be a bipartite regular graph chosen at random, with all edges having left degree $d$ and right degree $d/\beta$, for $d \geq 3$. Then condition (5) holds only if

$$\delta \leq 4 \left(1 - \left(\frac{1}{d-1}\right)^{\frac{1}{d/\beta}}\right),$$

and hence as $d \to \infty$, the maximum acceptable loss rate goes to 0.

Proof: We have that $\lambda(x) = x^{d-1}$, and $\rho(x) = x^{(d/\beta)-1}$. Hence our condition (5) on the acceptable loss rate $\delta$ becomes

$$\left(1 - \delta x^{d-1}\right)^{(d/\beta)-1} > 1 - x$$

9
for \( x \in (0, 1) \).

We plug in \( x = 1 - \frac{1}{d-1} \). Using the fact that \((1 - \frac{1}{d-1})^{d-1} \geq \frac{1}{4}\) for \( d \geq 3 \) yields the requirement

\[
\left(1 - \frac{\delta}{4}\right)^{(d/\beta) - 1} \geq \frac{1}{d-1}.
\]

This simplifies to the inequality in the statement of the lemma.

It is easy to check that as \( d \to \infty \), the right hand side of the above equation goes to 0, which concludes the lemma.

Hence, for any fixed \( \beta \), there is some \( d \) which achieves the maximum value of \( \delta \) possible using regular graphs, and this \( \delta \) is far from optimal. For example, in the case where \( \beta = 1/2 \), we have found that the best solution is to let the left nodes have degree three and the right nodes have degree six. In this case the code can handle any \( \delta \) fraction of losses with high probability as long as

\[
\left(1 - \delta x^2\right)^5 \geq 1 - x
\]

for \( x \in (0, 1) \). The inequality fails for \( \delta \geq 0.43 \). The rate \( R \) for this code is \( 1/2 \), and thus the ratio \( \delta/(1 - R) \) is at most 0.86, far from the optimal value of 1.00.

Simulation runs of the code turn out to match this value of \( \delta \) accurately, demonstrating that these techniques provide a sharp analysis of the actual behavior of the process.

7 Asymptotically Optimal Codes

In this section, we construct codes that transmit at rates arbitrarily close to the capacity of the erasure channel. We do this by finding an infinite sequence of solutions to the differential equations of Section 4 in which \( \delta \) approaches \( p \).

As the degree sequences we use have degree two nodes on the left hand side, we cannot appeal to Lemma 3 to show that they work with high probability. Hence our codes require some additional structure.

Let \( B \) be a bipartite graph with \( n \) left nodes and \( \beta n \) right nodes. We describe our choice for the left and right degree sequences of \( B \) that satisfy condition (5). Let \( d \) be a positive integer that is used to trade off the average degree with how well the decoding process works, i.e., how close we can make \( \delta \) to \( \beta = 1 - R \) and still have the process finish successfully most of the time.

The left degree sequence is described by the following truncated heavy tail distribution. Let \( H(d) = \sum_{i=1}^{d} 1/i \) be the harmonic sum truncated at \( d \), and thus \( H(d) \sim \ln(d) \). Then, for all \( i = 2, \ldots, d+1 \), the fraction of edges of degree \( i \) on the left is given by \( \lambda_i = 1/(H(d)(i-1)) \). The average left degree \( a_{\ell} \) equals \( H(d)(d+1)/d \). Recall that we require the average right degree, \( a_r \), to satisfy \( a_r = a_{\ell}/\beta \). The right degree sequence is defined by the Poisson distribution with mean \( a_r \): for all \( i \geq 1 \) the fraction of edges of degree \( i \) on the right equals

\[
\rho_i = \frac{e^{-\alpha \alpha^{i-1}}}{(i-1)!},
\]
where \( \alpha \) is chosen to guarantee that the average degree on the right is \( \alpha r \). In other words, \( \alpha \) satisfies \( \alpha c^\alpha / (c^\alpha - 1) = \alpha r \).

Note that we allow \( \rho_i > 0 \) for all \( i \geq 1 \), and hence \( \rho(x) \) is not truly a polynomial, but a power series. However, truncating the power series \( \rho(x) \) at a sufficiently high term gives a finite distribution of the edge degrees for which the next lemma is still valid.

We show that when \( \delta = \beta / (1 + 1/d) \) in (5), the condition is satisfied, i.e., \( \rho(1 - \delta \lambda(x)) > 1 - x \) on \((0, 1]\), where \( \lambda(x) = \sum_i \lambda_i x^{i-1} \) and \( \rho(x) = \sum_i \rho_i x^{i-1} \). Note that \( \lambda(x) \) is the expansion of \(-\ln(1 - x) \) truncated at the \( d \)th term, and scaled so that \( \lambda(1) = 1 \). Further, \( \rho(x) = e^{\alpha(x-1)} \).

**Lemma 5** With the above choices for \( \rho(x) \) and \( \lambda(x) \) we have \( \rho(1 - \delta \lambda(x)) > 1 - x \) on \((0, 1]\) if \( \delta \leq \beta / (1 + 1/d) \).

**Proof:** Recall that \( \rho(x) = e^{\alpha(x-1)} \), hence \( \rho(x) \) increases monotonically in \( x \). As a result, we have

\[
\rho(1 - \delta \lambda(x)) > \rho(1 + \delta \ln(1 - x)/H(d)) = (1 - x)^{\alpha \delta / H(d)}.
\]

Since \( a_\ell = H(d)(1 + 1/d) \) and \( a_\ell = a_\ell / \beta \), we obtain \( \alpha \delta / H(d) = (1 - e^{-\alpha})(1 + 1/d) \delta / \beta < \delta(1 + 1/d) / \beta \leq 1 \), which shows that the right hand side of the above inequality is larger than \( 1 - x \) on \((0, 1]\).

A problem is that Lemma 3 does not apply to this system because there are nodes of degree two on the left. Indeed, simulations demonstrate that a small number of nodes often do remain. To overcome this problem, we make a small change in the structure of the graph \( B \). We split the \( \beta n \) right nodes of \( B \) into two distinct sets, the first set consisting of \((\beta - \gamma)n \) nodes and the second set consisting of \( \gamma n \) nodes, where \( \gamma \) is a small constant to be determined. The graph \( B \) is then formed by taking the union of two graphs, \( B_1 \) and \( B_2 \). \( B_1 \) is formed as described up to this point between the \( n \) left nodes and the first set of \((\beta - \gamma)n \) right nodes. \( B_2 \) is formed between the \( n \) left nodes and the second set of \( \gamma n \) right nodes, where each of the \( n \) left nodes has degree three and the \( 3n \) edges are connected randomly to the \( \gamma n \) right nodes.

**Lemma 6** Let \( B \) be the bipartite graph just described. Then, with high probability, the process terminates successfully when started on a subgraph of \( B \) induced by \( \delta n \) of the left nodes and all \( \beta n \) of the right nodes, where \( \delta = \beta / (1 + 1/d) \).

**Proof:** [Sketch] In the analysis of the process, we may think of \( B_2 \) as being held in reserve to handle nodes not already dealt with using \( B_1 \). Combining Lemma 5 and Lemma 2, we can show that, for any constant \( \eta > 0 \), with high probability at most \( \eta n \) nodes on the left remain after the process runs on \( B_1 \). The induced graph in \( B_2 \) between these remaining \( \eta n \) left nodes and the \( \gamma n \) right nodes is then a random bipartite graph such that all nodes on the left have degree three. We choose \( \gamma \) to be larger than \( \eta \) by a small constant factor so that with high probability the process terminates successfully on this subgraph by Lemma 3; note that the lemma applies since all nodes on the left have degree three. By choosing \( \eta \) sufficiently small, we may make \( \gamma \) arbitrarily small, and hence the decrease in the value of \( \delta \) below that stated in Lemma 5 can be made arbitrarily small. \( \square \)
Note that the degree of each leaf node in this modified construction of $B$ is at most three bigger than the average degree of each leaf node in the construction of $B$ described at the beginning of this section. We can use this observation and the lemma above to immediately prove our main theorem.

**Theorem 1** For any $R$, any positive $\epsilon$, and sufficiently large block length $n$, there is a loss-resilient code that, with high probability, is able to recover from the random loss of a \((1 - R)(1 - \epsilon)\)-fraction of its bits in time proportional to $n \ln(1/\epsilon)$.

**Proof:** [Sketch] Set $d = 1/\epsilon$ to get a one level code with the properties described in Lemma 6. Cascade versions of these codes as described in Section 2 to get the entire code. The proof follows since each level of the cascade fails to recover all its message bits, given all of its check bits, with small probability. $\square$

8 A Linear-Algebraic Interpretation

The $\beta n$ check bits of the code $C(B)$ described in Section 2 can be computed by multiplying the vector of $n$ message bits by the $\beta n \times n$ matrix, $M(B)$, whose $(i, j)$-th entry is 1 if there is an edge in $B$ between left node $i$ and right node $j$ and is 0 otherwise (the multiplication is over the field of two elements). We choose our graphs $B$ to be sparse, so that the resulting matrix $M(B)$ is sparse and the multiplication can be performed quickly.

The efficiency of the decoding algorithm is related to the ease with which one can perform Gaussian elimination on submatrices of $M(B)$. If one knows all the check bits and all but $\delta n$ of the message bits, then it is possible to recover the missing message bits if and only if the $\delta n$ columns of $M(B)$ indexed by the message bits have full rank. These bits can be recovered by Gaussian elimination. In Section 7, we present a distribution on graphs $B$ so that these bits can be recovered by a very simple brute-force Gaussian elimination: for any $\epsilon > 0$, we present a distribution of graphs $B$ so that almost all subsets of $\beta/(1 + \epsilon)$ columns of $M(B)$ have full rank and can be placed in lower-triangular form merely by permuting the rows of the matrix. Moreover, the average number of 1s per row of $M(B)$ is $n \ln(1/\epsilon)$; so, the Gaussian elimination can be performed in time $O(n \ln(1/\epsilon))$.

To contrast this with other constructions of loss-resilient codes, observe that most sets of $\beta n - 1$ columns of a random $\beta n \times n$ matrix have full rank. In fact, the probability that some $\beta n - 1$ columns fail to have full rank is exponentially small in $\epsilon$. However, we do not know of an algorithm that solves the resulting elimination problem in less than the time it takes to do a general matrix multiplication. Ideally, we would use matrices in which every set of $\beta n$ columns had full rank; but, such matrices do not exist over any constant-size field. However, if we let our field size grow to $n$, classical matrices solve this problem. For example, all subsets of $\beta n$ columns of a $\beta n \times n$ Vandermonde matrix are linearly independent.

9 Finding Degree Sequences using Linear Programming

In this section we describe a heuristic approach that has proven effective in practice to find a good right degree sequence given a specific left degree sequence. The method uses linear
programming and the differential equation analysis of Section 4.

Recall that, from the differential equations, a necessary condition for the process to complete is that \( \rho(1 - \delta \lambda(x)) > 1 - x \) on \((0, 1]\). We first describe a heuristic for determining for a given (finite) vector \((\lambda_i)\) representing the left degree sequence and a value for \(\delta\) whether there is an appropriate (finite) vector \((\rho_i)\) representing the right degree sequence satisfying this condition. We begin by choosing a set \( M \) of positive integers which we want to contain the degrees on the right hand side. To find appropriate \(\rho_m, m \in M\), we use the condition given by Lemma 1 to generate linear constraints that the \(\rho_i\) must satisfy by considering different values of \(x\). For example, by examining the condition at \(x = 0.5\), we obtain the constraint \(\rho(1 - \delta \lambda(0.5)) > 0.5\), which is linear in the \(\rho_i\).

We generate constraints by choosing for \(x\) multiples of \(1/N\) for some integer \(N\). We also include the constraints \(\rho_m \geq 0\) for all \(m \in M\). We then use linear programming to determine if suitable \(\rho_m\) exist that satisfy our derived constraints. Note that we have a choice for the function we wish to optimize; one choice that works well is to minimize the sum of \(\rho(1 - \delta \lambda(x)) + x - 1\) on the values of \(x\) chosen to generate the constraints. The best value for \(\delta\) for given \(N\) is found by binary search.

Given the solution from the linear programming problem, we can check whether the \(\rho_i\) computed satisfy the condition \(\rho(1 - \delta \lambda(x)) > 1 - x \) on \((0, 1]\).

Due to our discretization, there are usually some conflict subintervals in which the solution does not satisfy this inequality. Choosing large values for the tradeoff parameter \(N\) results in smaller conflict intervals, although it requires more time to solve the linear program. For this reason we use small values of \(N\) during the binary search phase. Once a value for \(\delta\) is found, we use larger values of \(N\) for that specific \(\delta\) to obtain small conflict intervals. In the last step we get rid of the conflict intervals by appropriately decreasing the value of \(\delta\). This always works since \(\rho(1 - \delta \lambda(x))\) is a decreasing function of \(\delta\).

We ran the linear programming approach on degree sequences on the left of the form \(\lambda(x) = \sum_{i=0}^{2s+n-1} x^i / 20\), where \(s = 1\) for rates less than \(5/6\), and \(s = 2\) for the two rates \(R = 5/6\) and \(R = 9/10\). The loss probability \(\delta\), along with the average left-degrees of the graphs obtained are given in Figure 3. The right hand degree sequences, as polynomials \(\rho(x)\), are given in Appendix B. Since our graphs do not have nodes of degree two on the left, Lemma 3 and Lemma 2 imply that with high probability the corresponding codes recover from losses occurring with probability \(\delta\), provided the block length is large enough.

## 10 Conclusion

We have demonstrated a novel technique for the design and analysis of loss-resilient codes based on random bipartite graphs. Using differential equations derived from the underlying random process, we have obtained approximations of the behavior of this process that very closely match actual simulations. With these tools, we have designed codes with simple and fast linear-time encoding and decoding algorithms that can transmit over lossy channels at rates extremely close to capacity. Specifically, for any constant \(\epsilon > 0\) and all sufficiently long block lengths \(n\), we have constructed codes of rate \(R\) with encoding and decoding algorithms that run in time proportional to \(n \ln(1/\epsilon)\) that can recover from almost all patterns of at
most $(1 - R)(1 - \epsilon)n$ losses.

We expect these codes to have many practical applications. Encoding and decoding speeds are several orders of magnitude faster than previous software-based schemes, and are fast enough to be suitable for high bandwidth real-time applications such as high fidelity video. For example, a preliminary implementation can sustain encoding and decoding speeds more than 100 Mbits/second on an Alpha BRET EV-5 330MHz machine with packets of length 2Kbit bits each and 100K packets per message and block length 200K (and thus the rate is 1/2).

We have also implemented error-correcting codes that use our novel graph constructions and decode with belief propagation techniques. Our experiments with these constructions yield dramatic improvements in the error recovery rate. We will report these results in a separate paper.
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12 Appendix A

In this section we give an explicit solution to the system of differential equations given by (2) and (3). We start with the substitution \( dx/x = dt/e(t) \), which gives \( x := \exp(- \int_0^t d\tau/e(\tau)) \). This transforms for \( i > 1 \) Equation (2) to

\[
r'_i(x) = \frac{i(r_i(x) - r_{i+1}(x))a(x) - 1}{x},
\]
where prime stands for derivative with respect to the variable $x$. Note that the average degree $d(x)$ equals $\sum i \ell_i(x)/\ell(x)$, which in terms of the function $\lambda(x)$ can be written as $1 + x\lambda'(x)/\lambda(x)$. Hence, we obtain for $i > 1$

$$r_i'(x) = i(r_i(x) - r_{i+1}(x))\lambda(x),$$

These equations can be solved recursively, starting with the highest nonzero $r_i$. (In the case where there is no highest nonzero $r_i$ that is $r_i > 0$ for all $i$, the following equations are still valid, although stronger analysis tools are required to show that the solution is unique.)

The explicit solution is given by

$$r_i(x) = \lambda(x)^i(-i \int_{y=1}^{x} r_{i+1}(y)\lambda(y)^{-i}\lambda'(y)/\lambda(y)dy + c_i)$$  \hspace{1cm} (6)

for some constants $c_i$ to be determined from the initial conditions for $r_i$. It is straightforward to check that

$$r_i(x) = \sum_{j \geq 1} (-1)^{i+j} {j-1 \choose i-1} c_j(\lambda(x))^j.$$  \hspace{1cm} (7)

Further, one verifies directly that

$$c_i = \sum_{j \geq 1} {j-1 \choose i-1} r_j(1).$$

(Zero that $x = 1$ corresponds to the beginning of the process.) We proceed with the determination of the expected value of $r_j(1)$; because each node on the left is deleted randomly just prior to time $0$ with probability $1 - \delta$, and the graph is a random graph over those with the given degree sequence, to the nodes on the right it is as though each edge is deleted with probability $1 - \delta$. Hence, an edge whose right incident node had degree $j$ before the deletion stage remains in the graph and has degree $i$ afterwards with probability $\binom{j-1}{i-1}\delta^i(1-\delta)^{m-j}$. Thus

$$r_j(1) = \sum_{m \geq j} \rho_m {m-1 \choose j-1}\delta^i(1-\delta)^{m-j}.$$  \hspace{1cm} (8)

Plugging in the last formula in that of $c_i$ we see that

$$c_i = \sum_{m \geq 1} {m-1 \choose i-1} \rho_m \delta^i.$$  \hspace{1cm} (9)

(Use the identity $\binom{m-1}{j-1} = \binom{m-1}{m-j}$. Hence, we obtain for $i > 1$ from (7)

$$r_i(x) = \sum_{m \geq j \geq i} (-1)^{i+j} {j-1 \choose i-1} {m-1 \choose j-1} \rho_m (\delta\lambda(x))^j.$$  \hspace{1cm} (8)
To obtain the formula given for \( r_1(x) \) in Lemma 1, we note that \( r_1(x) = \epsilon(x) - \sum_{i \geq 1} r_i(x) \). The sum of the right hand side of (8) over all \( i \geq 1 \) equals

\[
\sum_{m \geq j} (-1)^{j-1} \binom{m-1}{j-1} \rho_m(\delta \lambda(x))^{j-1} \sum_{i \leq j} (-1)^{i-1} \binom{j-1}{i-1} = \delta \lambda(x).
\]

(The inner sum equals 1 if \( j = 1 \), and is zero otherwise.) Hence, we have

\[
\begin{align*}
    r_1(x) &= \epsilon(x) - \delta \lambda(x) + \delta \lambda(x) \sum_m \rho_m \sum_{j \leq m} (-1)^{j-1} \binom{m-1}{j-1} (\delta \lambda(x))^{j-1} \\
    &= x \delta \lambda(x) - \delta \lambda(x) + \delta \lambda(x) \sum_m \rho_m (1 - \delta \lambda(x))^{m-1} \\
    &= \delta \lambda(x) \left[ x - 1 + \rho(1 - \delta \lambda(x)) \right].
\end{align*}
\]

This proves Lemma 1.

### 13 Appendix B

In this section we exhibit for different rates \( R \) some examples of good degree sequences found by the linear programming approach.

**Example 1.** \( R = \beta = 1/2 \)

In this case we set \( \lambda(x) = \frac{1}{20} \sum_{i=1}^{20} x^i \). The best value for \( \delta \) found was 0.49960 which is 99.92\% of the optimal value 0.5. The corresponding polynomial \( \rho \) is given by

\[
\rho(x) = 0.001060x^{10} + 0.000192x^{11} + 0.118142x^{23} + 0.144739x^{24} + 0.171440x^{42} + 0.082438x^{43} + 0.17\overline{7}779x^{49} + 0.030160x^{100} + 0.080440x^{249} + 0.56176x^{499} + 0.50449x^{1049} + 0.011417x^{1399} + 0.039733x^{4049} + 0.035838x^{3049}.
\]

A graph of \( r_1(x) = \delta \lambda(x)(x - 1 + \rho(1 - \delta \lambda(x))) \) is given in Figure 4.

**Example 2.** \( R = 2/3, \beta = 1/3 \)

\( \lambda(x) \) is the same as in the previous case. We found the value \( \delta = 0.33300 \) which is 99.9\% of the optimal value 1/3. The polynomial \( \rho \) is given by

\[
\rho(x) = 0.008082x^{26} + 0.026437x^{27} + 0.122579x^{42} + 0.250098x^{43} + 0.211653x^{50} + 0.045056x^{199} + 0.094876x^{249} + 0.070801x^{499} + 0.062100x^{1049} + 0.015114x^{1099} + 0.047696x^{4049} + 0.002240x^{14049} + 0.042367x^{3049}.
\]

**Example 3.** \( R = 3/4, \beta = 1/4 \)
\( \lambda(x) \) is the same as the last two examples. The best value for \( \delta \) was 0.2498 which is 99.92\% of the optimal. The polynomial \( \rho \) is given by

\[
\rho(x) = 0.000005x^2 + 0.001345x^{21} + 0.284792x^{52} + 0.063144x^{54} + \\
0.116079x^{96} + 0.068293x^{101} + 0.076106x^{188} + 0.052359x^{192} \\
+ 0.059612x^{200} + 0.084138x^{400} + 0.063261x^{1049} + 0.032163x^{1999} + \\
0.036367x^{4049} + 0.015992x^{8099} + 0.046345x^{30049}.
\]

**Example 4.** \( R = 4/5, \beta = 1/5 \)

Here again \( \lambda(x) \) is the same as in the previous two cases. The best value for \( \delta \) we found was 0.19990 which is 99.9\% of the optimal value. The polynomial \( \rho \) is given by

\[
\rho(x) = 0.002220x^{48} + 0.022840x^{49} + 0.276065x^{60} + 0.086007x^{70} + 0.185447x^{145} + \\
0.008106x^{146} + 0.124160x^{200} + 0.068783x^{400} + 0.089448x^{1049} + 0.015530x^{1999} + \\
0.064190x^{4049} + 0.002034x^{1499} + 0.055160x^{30049}.
\]

**Example 5.** \( R = 5/6, \beta = 1/6 \)

In this case we chose \( \lambda(x) = \frac{1}{20} \sum_{i=2}^{21} x^{2i} \), hence, the smallest degree on the left is 5, and not 3 as in the previous examples. The best value for \( \delta \) we found was 0.1655000, which is 99.3\% of the optimal value 1/6. \( \rho(x) \) is given by

\[
\rho(x) = 0.000018x^2 + 0.021274x^{64} + 0.032724x^{65} + 0.187719x^{90} + 0.139000x^{249} + \\
0.086230x^{400} + 0.114516x^{1049} + 0.070024x^{3049} + 0.068410x^{2000} + 0.280086x^{30049}.
\]

The graph of \( r_1(x) \) is given in Figure 5.

**Example 6.** \( R = 9/10, \beta = 1/10 \)
Here $\lambda(x)$ is the same as in the previous case, the best value of $\delta$ is 0.000001, and $\rho(x)$ is given by

$$
\rho(x) = 0.000064x^2 + 0.075853x^{1.35} + 0.107947x^{1.37} + 0.040788x^{2.21} + \\
0.070996x^{2.99} + 0.104922x^{4.99} + 0.107799x^{10.49} + 0.039365x^{19.99} + \\
0.080508x^{30.26} + 0.091380x^{50.49} + 0.005356x^{149.99} + 0.081109x^{-300.49} + \\
0.014036x^{499.99} + 0.179881x^{3000.19}
$$

Figure 5: Graph of $r_1(x)$ for Example 5